
PLMs for Data Preparation
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——Fine-tune language models for single tasks
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Motivation
• The Dilemma of complex ML tasks (e.g.,NLP)
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What? Ø Models are likely to overfit training data
Ø Models fail to generalize well

Why?

How?

Ø Lack of large-scale annotation data
Ø Model has plenty of parameters

Ø Design PLMs
Ø Learn universal representations
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pTwo types

Non-Contextual Contextual

Static embedding Dynamic embedding

Out of vocabulary words Distinguish different semantics

Basic Concepts
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“Apple is really delicious”

Main Difference
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“Apple phone is very useful”



Non-contextual Embeddings
p Learn good embeddings without much 

considering the downstream task
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Training Objective:

Ø Skip-Gram: capture sementics using nearby words



pLearn contextual embeddings

Contextual Embeddings
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Ø Convolutional Model: Aggregate local info from neighbours

Ø Recurrent Model: Bi-directional LSTM, GRUs 

Ø Transformer:Model the relation of every two words



pBERT

Contextual Embeddings
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Pre-train:
Ø Masked LM: mask a random percentage of tokens and try to predict those masked tokens.

Ø Next Sentence Prediction: A → B(50%) A ↛ B(50%)

Fine-tune:
Ø Swapping out the appropriate input and outputs.
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pEntity Matching
Ø As a core problem of data integration, entity matching is to determine 

whether two data instances refer to the same real-world entity.
• E.g., matching products from two e-commerce websites

Table A Table B

Word Embeddings for Data Preparation
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Word Embeddings for Data Preparation

13

Ø Attribute embedding: Covert each pair of 
attributes to a pair of embeddings

• Design space: word-based, character-
based, learned 

Ø Attribute similarity: Summairze the 
embedding pair to get the attribute 
similarity representation 

• Design space: RNN, attention, hybrid 

Ø Classification: Compute the entity 
similarity representation. 

• Design space: MLP

pDeepER architecture

Deep Learning for Entity Matching: A Design Space Exploration. SIGMOD 2018



Word Embeddings for Data Preparation
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pColumn Type Annotation
Ø Annotate the type of each attribute in the relational table
Ø Consider the embeddings of both attributes and cell values.
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Word Embeddings for Data Preparation

Sherlock: A deep learning approach to semantic data type detection. KDD, 2019.



pColumn Type Annotation
Ø Multiple columns should be considered when annotating a column.
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Word Embeddings for Data Preparation

Sato: Contextual Semantic Type Detection in Tables. VLDB 2018



pColumn Type Annotation
Ø Multiple columns should be considered when annotating a column.
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Word Embeddings for Data Preparation
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Word Embeddings for Data Preparation
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p Improvement
Ø Inject domain knowledge: Span typing, Span normalization

Ø Long entries summarization: Feed only the most informative tokens

Ø Data augmentation

Contextual Embeddings for Data Preparation

Deep Entity Matching with Pre-
Trained Language Models VLDB 
2020
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Contextual Embeddings for Data Preparation



pColumn Type Annotation
Ø Serialize the entire table into a sequence of tokens.
Ø Simultaneously identify column type and column relations.

• Relation (person, location)  → birthplace

Contextual Embeddings for Data Preparation

Annotating Columns with Pre-trained 
Language Models. SIGMOD 202222
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Contextual Embeddings for Data Preparation
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Table A: entity a Table B: entity b ℱ(𝑎!, 𝑏!)

ℱ(𝑎", 𝑏")
ℱ(𝑎#, 𝑏#)

𝑀
match

non-match

Problem: DL-based methods need a large amount of labeled training data.

Ø The Framework of Deep EM : 
• Feature Extractor converts entity pair (a,b) into d-dimensional vector-based 

representation (feature).
• Matcher takes the feature of entity pair as input, and predicts whether they match 

or not.

DL-based Entity Matching(Deep EM)
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ØThere are many well-labeled entity matching datasets, 
either public on the Web or available in enterprises
• E.g., Magellan datasets and WDC datasets

WDC datasetsMagellan datasets

Can we reuse these labeled EM datasets for a new unlabeled EM dataset ?

Source Target

Opportunity of Reusing Well-Labeled EM Datasets
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𝐴$ 𝐵$

𝐴% 𝐵%

Labeled
Source Data

Unlabeled
Target Data

ℱ

ℱ

ℱ

ℱ

𝑀 Step1: Getting the Feature Extractor 
𝓕 and the Matcher 𝑴 trained by 
labeled source data.

Step2: Mapping the unlabeled target
data into the feature space. 

Feature Space

Step3: PredicYng the target data with 
𝑴 directly. 
⚠ The 𝑴 fails to predict the target data 
due to the distribuYon change or 
domain shiZ of feature space.

Directly Reusing Feature Extractor and Matcher
Trained on Labeled Source?
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Source Target Training only with source Training with target
Similar domains DBLP-ACM DBLP-Scholar 77.8 95.6

Different domains iTunes-Amazon DBLP-Scholar 68.2 95.6

Can we better reuse the source?

Training only with source vs. Training with target (F1)

ØSimilar domains
• Source (Citation): DBLP-ACM (Title, Authors, Venue, Year)
• Target (Citation): DBLP-Scholar (Title, Authors, Venue, Year)

ØDifferent domains
• Source (Music): iTunes-Amazon (Album Name, Artist Name, Song Name, Album 

Price, …)
• Target (Citation): DBLP-Scholar (Title, Authors, Venue, Year)

Distribution Change or Domain Shift 
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𝐴$ 𝐵$

𝐴% 𝐵%

Labeled
Source Data

Unlabeled
Target Data

ℱ

ℱ

ℱ

ℱ

Domain-invariant : 
reducing distribution
change.

Discriminative : 
extracting discriminative 
information.

Whether DA can be used for EM tasks?

Ø Learn domain-invariant and discriminative features.

Domain Adaptation (DA) for Deep EM
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ØFeature Extractor and Matcher
ØFeature Aligner: the key module to realize domain adaptation.

① Training ℱ and 𝑀
with labeled source data.

② Utilizing 
unlabeled 
target data.

③ Adjusting ℱ and 𝑀 to 
align distributions of source
and target, such that ℱ and 
𝑀 can work on target.
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DADER Framework

DADER: Hands-Off Entity Resolution with Domain Adaptation. VLDB 2022



ØFeature Aligner is a func?on to measure maximum mean 
discrepancy.

During training, the Maximum Mean Discrepancy of 
source and target feature spaces is computed and 
reduced. The smaller the MMD, the more similar the 
distributions.
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Representative Method: MMD (Discrepancy-based)



ØFeature Aligner is a binary domain classifier to discriminate 
source/target dataset.

During training, the optimization objective of 
Feature Aligner is to minimize the domain 
classification loss, while Feature Extractor is to 
generate the indistinguishable features that 
confuse Feature Aligner. 

′
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Representative Method: InvGAN (Adversarial-based)
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Experiment

Datasets
NoDA

Discrepancy-
based Adversarial-based Reconstruction-

based ∆F1
Source Target MMD K-order GRL InvGAN InvGAN+KD ED

Similar 
Domain

Walmart-Amazon Abt-Buy 65.8 72.6 68.3 68.4 56.0 69.6 39.4 6.8 
Abt-Buy Walmart-Amazon 56.9 71.1 62.0 66.3 47.5 63.5 45.7 14.2 

DBLP-Scholar DBLP-ACM 97.2 97.2 96.2 96.9 97.1 97.2 96.8 0.0 
DBLP-ACM DBLP-Scholar 77.8 91.5 88.9 84.2 92.1 92.3 90.5 14.5 

Zomato-Yelp Fodors-Zagats 85.4 92.2 87.7 89.1 94.5 93.5 78.0 9.1 
Fodors-Zagats Zomato-Yelp 47.6 64.5 72.6 49.6 29.7 75.0 0.0 27.4 

Different 
Domain

RottenTomatoes-IMDB Abt-Buy 40.6 43.6 41.4 42.7 23.8 53.9 13.8 13.3 
RottenTomatoes-IMDB Walmart-Amazon 38.4 41.5 41.9 49.0 35.1 49.4 30.7 11.0 

iTunes-Amazon DBLP-ACM 80.3 94.5 86.9 92.1 57.7 94.4 77.5 14.1 
iTunes-Amazon DBLP-Scholar 68.2 86.9 80.4 85.4 59.6 89.1 42.8 20.9 

Book2 Fodors-Zagats 49.6 91.5 78.2 84.2 93.5 93.4 78.1 43.9 
Book2 Zomato-Yelp 67.4 73.0 68.0 54.0 63.3 81.8 19.7 14.4 
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Data Matching Tasks
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String

Tuple

Column

Ontology
(tree)

Knowledge
Graph Entity

Data Elements Seven Common Data Matching Tasks

p Data matching generally refers to the process of deciding 
whether two data elements are the same (a.k.a. a “match”)

Unicorn: A Unified Multi-tasking Model for Supporting 
Matching Tasks in Data Integration. SIGMOD 2023



Existing Solutions
pDue to their importance, almost all matching tasks have been studied 

for decades, and remain to be important research topics.
Ø DeepMatcher[1] and Ditto[2] for entity matching, Hybrid[3] and TURL[4] for entity 

linking , HNN+P2Vec[5] for column type  annotation, etc.
Ø Current solutions are task-specific or even dataset-specific

pLimitations of the specific models
Ø The learned knowledge cannot be shared across different models
Ø One model has to be learned for each task or dataset, which is inefficient and has a 

high monetary cost
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Can we build a unified model that learns from multiple tasks/datasets?

[1] Mudgal S, Li H, et al. Deep learning for entity 
matching: A design space exploration. SIGMOD 2018.
[2] Li Y, Li J, et al. Deep entity matching with pre-trained 
language models. VLDB 2020.
[3] Efthymiou V, Hassanzadeh O, et al. Matching web 
tables with knowledge base entities: from entity lookups 
to entity embeddings.  ISWC 2017.
[4] Deng X, Sun H, et al. Turl: Table understanding 
through representation learning. SIGMOD 2022.
[5] Chen J, Jiménez-Ruiz E, et al. Learning semantic 
annotations for tabular data. IJCAI 2019.

Task Type Data Previous SOTA (Labels)

Entity Matching DBLP-Scholar 95.6 (22,965)

String Matching Product 67.18 (1,020)

Entity Alignment SRPRS: DBP-WD 99.6 (4,500)



Unicorn: A Unified Model for Data Matching 

pTask unification: A unified model to serve a 
variety of data matching tasks

pMulti-task learning: Enabling knowledge 
sharing across multiple data matching, which 
may even outperform specific models

pZero-shot prediction: Making predictions for 
a new task or a new dataset with zero 
labeled matching/non-matching pairs

pBuilding such a unified model is hard
Ø Heterogeneous formats: Data elements have 

different data formats
Ø Unique matching semantics: Tasks have 

different data matching semantics
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A General Framework of Unicorn

Ø Encoder converts any pair of elements with heterogeneous formats into a learned 
representation x based on Pair-to-Text Serialization and Pre-trained Language Model

Ø Mixture-of-Experts (MoE) layer enhances the representation x into a better representation x’
with feature alignment

Ø Matcher predicts either 1/0 (match/non-match) by taking the above representation as input
38
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Experiment
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pAutomatic domain knowledge injection
Ø Can we automatically identify and collect domain 

knowledge in the wild?

pData cleaning
Ø Can the contextual embeddings generated by PLMs benefit

various data cleaning tasks?

pDomain-adaptive data augmentation
Ø Can we synthesize labeled data by considering the domain 

adaption problem?

41

Open Problems of PLMs
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Thanks



ØFeature Extractor: RNN, LMs
ØMatcher: MLP
ØFeature Aligner: Discrepancy-based, Adversarial-based, 

Reconstruction-based
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DADER Design Space



ØFeature Aligner is a function to measure maximum mean 
discrepancy.

During training, the Maximum Mean Discrepancy of 
source and target feature spaces is computed and 
reduced. The smaller the MMD, the more similar the 
distributions.
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Representative Method: MMD (Discrepancy-based)



ØFeature Aligner is a binary domain classifier to discriminate 
source/target dataset.

During training, the optimization objective of 
Feature Aligner is to minimize the domain 
classification loss, while Feature Extractor is to 
generate the indistinguishable features that 
confuse Feature Aligner. 

′
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Representative Method: InvGAN (Adversarial-based)



ØFeature Aligner is a decoder to reconstruct the initial data for 
source and target. During training, the auxiliary reconstruction task 

can ensure the shared Feature Extractor (encoder)
to extract important and shared information from 
both domains.
One example of Encoder-Decoder (ED) Architecture: Bart
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Representative Method: ED (Reconstruction-based)


