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Given a dataset with incomplete data (e.g., missing values), training a machine learning model over the incomplete data

requires two steps. First, it requires a data-efective step that cleans the data in order to improve the data quality (and the

model quality on the cleaned data). Second, it requires a data-eicient step that selects a core subset of the data (called coreset)

∗Guoliang Li is the corresponding author.

Guoliang Li is supported by National Key R&D Program of China (2023YFB4503600), NSF of China (61925205, 62232009, 62102215), Shenzhen

Project (CJGJZD20230724093403007), Zhongguancun Lab, Huawei, and Beijing National Research Center for Information Science and

Technology (BNRist). Chengliang Chai is supported by National Key Research and Development Program of China (2024YFC3308200),

NSFC (62472031), CCF-Baidu Open Fund (CCF-Baidu202402) and Huawei. Ju Fan is supported by the NSFC (62436010 and 62441230), the

Beijing Natural Science Foundation (L244010 and L222006), and the Research Funds of Renmin University of China. Dongjing Miao is

supported by NSFC (62372138), Heilongjiang Natural Science Foundation (HSF20230095, 2024ZXJ01A04) and CCF- Huawei Populus Grove

Fund(CCF-HuaweiDB202406). Ye Yuan is supported by Beijing Natural Science Foundation (L241010), the National Key R&D Program of

China (Grant No.2022YFB2702100), and the NSFC (Grant Nos. 61932004, 62225203, U21A20516). Nan Tang is supported by Guangzhou

Municipality Big Data Intelligence Key Lab (2023A03J0012). Yuyu Luo is supported by NSFC (62402409), Guangdong Basic and Applied Basic

Research Foundation (2023A1515110545), and Guangzhou-HKUST(GZ) Joint Funding Program (2025A03J3714). Guoren Wang is supported by

the NSFC (62427808, U2001211), the Liaoning Revitalization Talents Program (Grant No.XLYC2204005).
Authors’ Contact Information: Chengliang Chai, Computer Science and Technology, Beijing Institute of Technology, Beijing, Beijing, China;

e-mail: ccl@bit.edu.cn; Kaisen Jin, Computer Science and Technology, Beijing Institute of Technology, Beijing, Beijing, China; e-mail:

jks@bit.edu.cn; Nan Tang, Computer Scisence and Technology, HKUST (GZ), Guangzhou, Guangdong, China; e-mail: nantang@hkust-

gz.edu.cn; Ju Fan, Renmin University of China, Beijing, China; e-mail: fanj@ruc.edu.cn; Dongjing Miao, Faculty of Computing, Harbin Institute

of Technology, Harbin, Heilongjiang, China; e-mail: miaodongjing@hit.edu.cn; Jiayi Wang, Computer Secience and Technology, Tsinghua

University, Beijing, Beijing, China; e-mail: jiayi-wa20@mails.tsinghua.edu.cn; Yuyu Luo, HKUST(GZ), Guangzhou, Guangdong, China; e-mail:

yuyuluo@hkust-gz.edu.cn; Guoliang Li, Computer Science, Tsinghua University, Beijing, Beijing, China; e-mail: liguoliang@tsinghua.edu.cn;

Ye Yuan, Beijing Institute of Technology, Beijing, Beijing, China; e-mail: yuan-ye@bit.edu.cn; Guoren Wang, School of Computer Science and

Technology, Beijing Institute of Technology, Beijing, Beijing, China; e-mail: wanggrbit@126.com.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that

copies are not made or distributed for proit or commercial advantage and that copies bear this notice and the full citation on the irst page.

Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy

otherwise, or republish, to post on servers or to redistribute to lists, requires prior speciic permission and/or a fee. Request permissions from

permissions@acm.org.

© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.

ACM 1557-4644/2025/3-ART

https://doi.org/10.1145/3716376

ACM Trans. Datab. Syst.

HTTPS://ORCID.ORG/0009-0003-5386-1330
HTTPS://ORCID.ORG/0009-0004-7020-5404
HTTPS://ORCID.ORG/0000-0003-2832-0295
HTTPS://ORCID.ORG/0000-0003-4729-9903
HTTPS://ORCID.ORG/0000-0001-9370-7088
HTTPS://ORCID.ORG/0000-0002-9700-9751
HTTPS://ORCID.ORG/0000-0001-9530-3327
HTTPS://ORCID.ORG/0000-0002-1398-0621
HTTPS://ORCID.ORG/0000-0002-6282-6057
HTTPS://ORCID.ORG/0000-0002-0181-8379
https://orcid.org/0009-0003-5386-1330
https://orcid.org/0009-0004-7020-5404
https://orcid.org/0000-0003-2832-0295
https://orcid.org/0000-0003-4729-9903
https://orcid.org/0000-0001-9370-7088
https://orcid.org/0000-0002-9700-9751
https://orcid.org/0000-0001-9530-3327
https://orcid.org/0000-0002-1398-0621
https://orcid.org/0000-0002-6282-6057
https://orcid.org/0000-0002-0181-8379
https://doi.org/10.1145/3716376
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3716376&domain=pdf&date_stamp=2025-03-08


2 • C. Chai et al.

such that the trained models on the entire data and the coreset have similar model quality, in order to save the computational

cost of training. The irst-data-efective-then-data-eicient methods are too costly, because they are expensive to clean the

whole data; while the irst-data-eicient-then-data-efective methods have low model quality, because they cannot select

high-quality coreset for incomplete data.

In this paper, we investigate the problem of coreset selection over incomplete data for data-efective and data-eicient

machine learning. The essential challenge is how to model the incomplete data for selecting high-quality coreset. To this end,

we propose the GoodCore framework towards selecting a good coreset over incomplete data with low cost. To model the

unknown complete data, we utilize the combinations of possible repairs as possible worlds of the incomplete data. Based

on possible worlds, GoodCore selects an expected optimal coreset through gradient approximation without training ML

models. We formally deine the expected optimal coreset selection problem, prove its NP-hardness, and propose a greedy

algorithm with an approximation ratio. To make GoodCore more eicient, we propose optimization methods that incorporate

human-in-the-loop imputation or automatic imputation method into our framework. Moreover, a group-based strategy is

utilized to further accelerate the coreset selection with incomplete data given large datasets. Experimental results show the

efectiveness and eiciency of our framework with low cost.

CCS Concepts: · Computing methodologies → Machine learning; Machine learning approaches; Machine learning

algorithms; · Information systems→ Data cleaning.

Additional Key Words and Phrases: data-centric AI; machine learning; data cleaning; coreset selection

1 Introduction

Data-efective machine learning (ML) (a.k.a. data-centric AI [66]) aims at obtaining high-quality training data to
release the value of AI, because it is well-known that dirty data may severely degrade the performance of ML
models [22, 65].
Data-eicient ML focuses on saving the training cost, i.e., making the training process more eicient. A

commonly used strategy is to select a core subset of training data (or coreset) [34, 62] to represent the entire
dataset such that ML models trained on the coreset can achieve similar performance to the ML models trained on
the entire dataset.
Apparently, users desire both data-efective ML (for training better ML models) and data-eicient ML (for

saving training cost). In this work, our main goal is to support both data-efective and data-eicient ML over
incomplete data where there are many missing values, which is very common in real-world scenarios [22, 57, 78].

Running data-efective and data-eicient tools sequentially. Intuitively, we can either run data imputation
methods irst for data-efective and then run coreset selection algorithms denoted by C(·) for data-eicient,
or vice versa. Moreover, for data-efective solutions through data cleaning, we generally consider two cases,
either human-based solutions denoted by H(·) or automatic solutions denoted by A(·). In summary, we have the
following four cases, as shown in Figure 1:

• First data-efective (impute) then data-eicient (coreset):

(1) Impute-Human: H(�) → Coreset: C(H(�))
(2) Impute-Auto: A(�) → Coreset: C(A(�))

• First data-eicient (coreset) then data-efective (impute):

(3) Coreset: C(�) → Impute-Human: H(C(�))
(4) Coreset: C(�) → Auto-Human: A(C(�))
Next let’s discuss the pros and cons of the above approaches.
Case (1) has high human cost, low machine cost, and high accuracy in terms of the trained ML models. Case (2)

has zero human cost, low machine cost, but with low accuracy because automatic imputation may not be good
enough. Case (3) has low human cost, low machine cost, but with low accuracy because corset selection over a
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Fig. 1. Sequential methods.

Solution Accuracy Human Cost Machine Cost

(1) C(H(�)) High High Low

(2) C(A(�)) Low None Low

(3) H(C(�)) Low Low Low

(4) A(C(�)) Low None Low

Our goal High None or Low Low or Very Low

(5) H(G(�)) High Low High

(6) A(G(�)) Medium None High

(7) G(�,⟲H) High Low Low

(8) G(�,⟲A) Medium None Low

(9) G+ (�,⟲H) High Low Very Low

(10) G+ (�,⟲A) Medium None Very Low

Fig. 2. A comparison of diferent approaches (1ś4: sequential methods; 5ś10: our solutions).

(7) G(�,⟲H) (5) H(G(�))

� // GoodCore //

Human⟲ 44

Auto⟲ **

G(�) // Impute

Human 55

Auto ))

(8) G(�,⟲A) (6) A(G(�))

Fig. 3. Our proposal and its variants.

dirty dataset may not ensure to compute a łgoodž coreset. Case (4) has no human cast, low machine cost, but with
low accuracy with the similar reason as (3). The comparison of the above four methods can be found in Figure 2.

Our goal. Clearly, a primary goal is to achieve high accuracy for ML models, where only case (1) can achieve.
Case (2) achieves low accuracy because automatic imputation is hard to be accurate. The main obstacle for making
(1) practical is its high human cost. Hence, our main goal is to achieve high accuracy with no or low human cost,
and with low machine cost.

Consider cases (3) and (4), the main reason for them to achieve low accuracy is because they cannot compute a
good coreset directly from the dirty data. Intuitively, if we can compute a good coreset directly from the dirty
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data, we can cheaply clean the coreset to achieve high accuracy, where the łgoodnessž means that the subset of
tuples selected from the dirty data is similar to the subset of tuples selected from the clean data.

Challenge. The main challenge of computing a good coreset from dirty data is to accurately estimate the ground
truth of each missing value; otherwise, we cannot select a coreset to well represent the clean data. This is a
known hard problem because each missing value may have multiple possible repairs. Also, because a coreset
selection algorithm is typically iterative that each tuple is selected per iteration [58], selecting a bad tuple may
cause cascade ampliication to the following iterations, resulting in a bad coreset.

Our proposal. To tackle the above challenge, we model the combinations of possible repairs as possible worlds
of the original dirty data � . We then formulate it as an optimization problem for selecting an expected optimal
coreset that can represent the possible worlds of � via gradient approximation without training in advance. We
prove this problem to be NP-hard. We propose an approximate algorithm, called GoodCore, denoted by G(·),
with the main idea to iteratively add a tuple with the highest utility into the coreset. After a good coreset is
computed, we can either use human imputation or automatic imputation to impute the data, as shown in Figure 3.
We further elaborate these two methods below:

(5) GoodCore: G(�) → Impute-Human: H(G(�))
(6) GoodCore: G(�) → Impute-Auto: A(G(�))
However, one main drawback is that modeling possible worlds of � is computationally expensive, which

hinders the practicability of the GoodCore algorithm. To address this high computational cost problem, we further
propose imputation-in-the-loop optimization (with either humans or automatic methods) into the GoodCore
algorithm (see methods 7 and 8 in Figure 3). To this end, the optimized algorithms can signiicantly reduce the
number of possible worlds, thus achieving low computational cost.

(7) GoodCore with human-in-the-loop imputation: G(�,⟲H)
(8) GoodCore with machine-in-the-loop imputation: G(�,⟲A)
Besides, since the above methods for coreset selection incorporate at least one iteration over the entire dataset,

it is not very eicient when the dataset is large, so we propose a group-based acceleration strategy to further
reduce the machine cost. The key idea is to assign similar tuples in � into a group and select a coreset to represent
these groups. Since the groups can still represent the distribution of � , the selected coreset is still well-performed.
In this way, we only need to iterate these groups, with a much smaller number than the tuples of � , and thus the
eiciency is improved. We also provide a theoretical analysis with respect to the group-based strategy. Hence, we
further have the following 2 methods.

(9) Group-based GoodCore (GoodCore+) with human-in-the-loop imputation: G+ (�,⟲H).
(10) GoodCore+ with machine-in-the-loop imputation: G+ (�,⟲A).
A comparison of methods (5)ś(10) is given in Figure 2. Note that method (10) is likely to be a good choice

because it can achieve a high ML accuracy with low human cost and low machine cost.

Contributions We make the following contributions.

(i) Two birds with one stone. We study the problem of solving both data-efective and data-eicient ML in one
framework, which is an important but not addressed problem. (Section 3)

(ii) NP-hardness and approximate solutions.We prove the NP-hardness of the problem. We propose a greedy
algorithm with an approximate ratio. (Section 4)

(iii) Imputation-in-the-loop optimizations. We develop optimization techniques that integrate imputation-in-the-
loop into the coreset selection process, to improve the eiciency while achieving high accuracy. We also
analyze the convergence rate of our method and theoretically prove that it can converge fast. (Section 5)

ACM Trans. Datab. Syst.
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(iv) Group-based acceleration.We develop group-based techniques to further improve the eiciency. We also
analyze the theoretical guarantee and convergence of the proposed techniques. (Section 6)

(v) Experiments. We conduct extensive experiment on 8 real-world datasets and compare with 10 baselines to
show that GoodCore can select a well-performed coreset to achieve both data-efective and data-eicient
ML while consuming a low human cost. (Section 7)

2 Background of Coreset Selection

In this section, we introduce the background of coreset selection on complete data, denoted by �� .

2.1 Gradient Descent for Machine Learning

Gradient descent [51] is the most typical optimization algorithm to train ML models. At a high level, it tweaks
the parameters iteratively to minimize a given convex and diferentiable function to its local minimum.

Let �� = {�1, �2, ..., ��} be a set of train tuples (without missing values), where �� = (x� , y� ), x� ∈ R� denotes the
vector of features and y� denotes the corresponding label. The goal of training on �� is to ind the best parameter
� ∗ of a model by minimizing the loss:

� ∗ = argmin
� ∈�

� (� ), � (� ) = 1

�

�︁

�=1

�� (�, �� ) (1)

where � is the parameter space. For ease of representation, we abbreviate �� (�, �� ) as �� (� ) to represent the loss of
the �-th train example. Generally speaking, the gradient descent approach is always applied to ind the minimizer
of Eq. 1, where the full gradient (sum of the gradients over all training tuples), denoted by ∇� (� ) = ∑�

�=1 ∇�� (� ),
has to be computed iteratively.

Besides incremental gradient methods like stochastic gradient descent (SGD) that can be leveraged to accelerate
the iterative gradient computation, there are other popular and orthogonal methods, such as coreset, which will
be discussed next.

2.2 Coreset over Complete Data

Coreset. To make training more eicient, instead of learning from entire �� , one research question is that
whether we can compute a small subset C(�� ) of �� such that learning with C(�� ) can hopefully achieve the
same performance as learning with �� . This small selected subset is called coreset [34, 62]. In the following, we
simply write C(�� ) as � when it is clear from the context.

The state-of-the-art coreset selection solutions are mostly based on gradient approximation [44, 58]. Suppose
that � denotes the parameter of an ML model trained over the full dataset, and � ′ denotes the parameter of the
same model trained over the coreset. Intuitively, the objective of gradient approximation for coreset selection is
to make ∇� (� ′) as close as possible to ∇� (� ). To this end, existing solutions focus on selecting the coreset that

minimizes the upper bound of gradient approximation error (∥∇� (� ) − ∇� (� ′)∥). Next, let’s formally deine it from
scratch.

Gradient-based coreset selection is to minimize the gradient approximation error (GA error) between the
full gradient w.r.t. �� and the weighted sum of gradients w.r.t. the coreset � (or coreset gradient). Formally, Eq. 2
tries to minimize the GA error by considering all possible parameters � ∈ � (� .� ., max

� ∈�
), where ł∥ · ∥ž denotes the

normed diference. Next, we introduce the coreset gradient.

ACM Trans. Datab. Syst.
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Dataset Dc 

Coreset C rf1(θ)

<latexit sha1_base64="zerkKn73ntHSuT3BprCQF7JrI6A=">AAADRHicjVLLSsNAFD2N7/qqunQTLIJuSiKKLkU3LhWsCq2USZxqME1CMhFL8Vfc6pf4D/6BgjtxK54ZI/ig6oS0d84959y5k+slYZApx7kvWQODQ8Mjo2Pl8YnJqenKzOxBFuepL+t+HMbpkScyGQaRrKtAhfIoSaXoeKE89M63df7wQqZZEEf7qpvI4444jYJ24AtFqFWZbUbCC4XdbrlLTXUmlVhuVapOzTHL/hm4RVBFsXbjmdIkmjhBDB85OpCIoBiHEMj4NODCQULsGD1iKaPA5CWuUKY2J0uSIYie8/eUu0aBRtxrz8yofVYJ+aZU2likJiYvZayr2SafG2eN9vPuGU99ti7/vcKrQ1ThjOhfug/mf3W6F4U2NkwPAXtKDKK78wuX3NyKPrn9qStFh4SYjk+YTxn7Rvlxz7bRZKZ3fbfC5B8MU6N67xfcHI+/dufRtf8X0fm/GAnP2ObpdTXNK3Oa3O+z8zM4WKm5q7W1vdXq5lYxV6OYxwKWODvr2MQOdlFnpUtc4wa31p31ZD1bL+9Uq1Ro5vBlWa9vybiscw==</latexit>

rf2(θ)

<latexit sha1_base64="vDrytwQGdBtuM9QNFwrPWAZBALY=">AAADRHicjVLLSsNAFD2Nr1pfbV26CRZBNyUVRZeiG5cVbBWslEmcajBNQjIRRfwVt/ol/oN/oOBO3IpnxhR84GNC2jvnnnPu3Ml148BPlePcF6yh4ZHRseJ4aWJyanqmXKm20yhLPNnyoiBK9l2RysAPZUv5KpD7cSJF3w3knnu6pfN7ZzJJ/SjcVRexPOyL49Dv+Z5QhLrlaicUbiDsXnd5saNOpBJL3XLNqTtm2d+DRh7UkK9mVClMoYMjRPCQoQ+JEIpxAIGUzwEacBATO8QlsYSRb/ISVyhRm5ElyRBET/l7zN1Bjobca8/UqD1WCfgmVNpYoCYiL2Gsq9kmnxlnjf7kfWk89dku+O/mXn2iCidE/9INmP/V6V4Uelg3PfjsKTaI7s7LXTJzK/rk9oeuFB1iYjo+Yj5h7Bnl4J5to0lN7/puhck/GKZG9d7LuRkef+3OpevPX0Tn/2LEPGOPp9fVNK/EaWp8nZ3vQXu53lipr+6s1DY287kqYg7zWOTsrGED22iixUrnuMYNbq0768l6tl7eqVYh18zi07Je3wDMjax0</latexit>

rf3(θ)

<latexit sha1_base64="kocX5M+nJsGOoiaVEKgiyTfKhoQ=">AAADRHicjVLLSsNAFD2N7/qqdekmWATdlFQruhTduKxgbcFKmcSpBtMkJBNRxF9xq1/iP/gHCu7ErXhmjOADHxPS3jn3nHPnTq4bB36qHOeuYA0MDg2PjI4Vxycmp6ZLM+W9NMoSTza9KIiStitSGfihbCpfBbIdJ1L03UC23JMtnW+dyiT1o3BXncfyoC+OQr/ne0IR6pbKnVC4gbB73ZXFjjqWSix1SxWn6phlfw9qeVBBvhrRTGESHRwigocMfUiEUIwDCKR89lGDg5jYAS6IJYx8k5e4RJHajCxJhiB6wt8j7vZzNORee6ZG7bFKwDeh0sYCNRF5CWNdzTb5zDhr9CfvC+Opz3bOfzf36hNVOCb6l+6d+V+d7kWhh3XTg8+eYoPo7rzcJTO3ok9uf+hK0SEmpuND5hPGnlG+37NtNKnpXd+tMPl7w9So3ns5N8PDr925dP35i+j8X4yYZ+zx9Lqa5hU5TbWvs/M92Fuu1urV1Z16ZWMzn6tRzGEei5ydNWxgGw00WekMV7jGjXVrPVpP1vMb1Srkmll8WtbLK89irHU=</latexit>

rf4(θ)

<latexit sha1_base64="KfAeLWN9KNyHEFEZu0xKfepx0pw=">AAADRHicjVLLSsNAFD2N7/qqunQTLIJuSioVXRbduFSwWrBSJnGqwTQJyUSU4q+41S/xH/wDBXfiVjwzpuCDqhPS3jn3nHPnTq4bB36qHOehYA0Nj4yOjU8UJ6emZ2ZLc/MHaZQlnmx4URAlTVekMvBD2VC+CmQzTqTouoE8dM+3df7wQiapH4X76iqWx11xGvod3xOKULs03wqFGwi7066ttNSZVGK1XSo7Fccs+2dQzYMy8rUbzRWm0cIJInjI0IVECMU4gEDK5whVOIiJHaNHLGHkm7zENYrUZmRJMgTRc/6ecneUoyH32jM1ao9VAr4JlTaWqYnISxjrarbJZ8ZZo4O8e8ZTn+2K/27u1SWqcEb0L12f+V+d7kWhg03Tg8+eYoPo7rzcJTO3ok9uf+pK0SEmpuMT5hPGnlH279k2mtT0ru9WmPyjYWpU772cm+Hp1+5cug7+Ijr/FyPmGTs8va6meUVOU/X77PwMDtYq1Vplfa9Wrm/lczWORSxhhbOzgTp2sIsGK13iBre4s+6tZ+vFev2gWoVcs4Avy3p7B9I3rHY=</latexit>

rf5(θ)

<latexit sha1_base64="JPuUZZmEJAmS43mDOXoTHqJzbyQ=">AAADRHicjVLLSsNAFD2Nr1pftS7dBIugm5KKokvRjUsFq0IrZRKnGkyTkExEKf6KW/0S/8E/UHAnbsUzYwQf1Doh7Z1zzzl37uS6ceCnynEeCtbQ8MjoWHG8NDE5NT1Tnq0cpFGWeLLhRUGUHLkilYEfyobyVSCP4kSKrhvIQ/d8W+cPL2SS+lG4r65iedwVp6Hf8T2hCLXLlVYo3EDYnfbaUkudSSWW2+WqU3PMsn8H9TyoIl+70WxhCi2cIIKHDF1IhFCMAwikfJqow0FM7Bg9Ygkj3+QlrlGiNiNLkiGInvP3lLtmjobca8/UqD1WCfgmVNpYpCYiL2Gsq9kmnxlnjfbz7hlPfbYr/ru5V5eowhnRQbpP5n91uheFDjZMDz57ig2iu/Nyl8zcij65/aUrRYeYmI5PmE8Ye0b5ec+20aSmd323wuQfDVOjeu/l3AxPf3bn0rX/F9H5QYyYZ+zw9Lqa5pU4TfWfs/M7OFip1Vdra3ur1c2tfK6KmMcCljg769jEDnbRYKVL3OAWd9a99Wy9WK8fVKuQa+bwbVlv79UMrHc=</latexit>

rf6(θ)

<latexit sha1_base64="2ROidGJGok4e2UO3AWj9m6nt1Jk=">AAADRHicjVLLSsNAFD2N7/qqdekmWATdlFTqYym6cVnB2oKVMolTDaZJSCaiiL/iVr/Ef/APFNyJW/HMGMEHPiakvXPuOefOnVw3DvxUOc5dwRoYHBoeGR0rjk9MTk2XZsp7aZQlnmx6URAlbVekMvBD2VS+CmQ7TqTou4FsuSdbOt86lUnqR+GuOo/lQV8chX7P94Qi1C2VO6FwA2H3uquLHXUslVjqlipO1THL/h7U8qCCfDWimcIkOjhEBA8Z+pAIoRgHEEj57KMGBzGxA1wQSxj5Ji9xiSK1GVmSDEH0hL9H3O3naMi99kyN2mOVgG9CpY0FaiLyEsa6mm3ymXHW6E/eF8ZTn+2c/27u1SeqcEz0L90787863YtCD+umB589xQbR3Xm5S2ZuRZ/c/tCVokNMTMeHzCeMPaN8v2fbaFLTu75bYfL3hqlRvfdyboaHX7tz6frzF9H5vxgxz9jj6XU1zStymmpfZ+d7sLdcrdWrKzv1ysZmPlejmMM8Fjk7a9jANhpostIZrnCNG+vWerSerOc3qlXINbP4tKyXV9fhrHg=</latexit>

rf7(θ)

<latexit sha1_base64="T5ExnTwSj82eOmlt8iyK8r/eN7w=">AAADRHicjVLLSsNAFD2Nr1pftS7dBIugm5KKokvRjUsFq0IrZRKnGkyTkExEKf6KW/0S/8E/UHAnbsUzYwQf1Doh7Z1zzzl37uS6ceCnynEeCtbQ8MjoWHG8NDE5NT1Tnq0cpFGWeLLhRUGUHLkilYEfyobyVSCP4kSKrhvIQ/d8W+cPL2SS+lG4r65iedwVp6Hf8T2hCLXLlVYo3EDYnfb6UkudSSWW2+WqU3PMsn8H9TyoIl+70WxhCi2cIIKHDF1IhFCMAwikfJqow0FM7Bg9Ygkj3+QlrlGiNiNLkiGInvP3lLtmjobca8/UqD1WCfgmVNpYpCYiL2Gsq9kmnxlnjfbz7hlPfbYr/ru5V5eowhnRQbpP5n91uheFDjZMDz57ig2iu/Nyl8zcij65/aUrRYeYmI5PmE8Ye0b5ec+20aSmd323wuQfDVOjeu/l3AxPf3bn0rX/F9H5QYyYZ+zw9Lqa5pU4TfWfs/M7OFip1Vdra3ur1c2tfK6KmMcCljg769jEDnbRYKVL3OAWd9a99Wy9WK8fVKuQa+bwbVlv79q2rHk=</latexit>

rf8(θ)

<latexit sha1_base64="toAZDP+zUHuBderhVFrHQMj7GqY=">AAADRHicjVLLSsNAFD2Nr1pftS7dBIugm5KKokvRjUsFawtWyiRONZgmIZmIRfwVt/ol/oN/oOBO3IpnxhR84GNC2jvnnnPu3Ml148BPlePcF6yh4ZHRseJ4aWJyanqmPFs5SKMs8WTDi4IoabkilYEfyobyVSBbcSJFzw1k0z3b1vnmuUxSPwr3VT+WRz1xEvpd3xOKUKdcaYfCDYTd7WwstdWpVGK5U646Nccs+3tQz4Mq8rUbzRam0MYxInjI0INECMU4gEDK5xB1OIiJHeGSWMLIN3mJK5SozciSZAiiZ/w94e4wR0PutWdq1B6rBHwTKm0sUhORlzDW1WyTz4yzRn/yvjSe+mx9/ru5V4+owinRv3QD5n91uheFLjZMDz57ig2iu/Nyl8zcij65/aErRYeYmI6PmU8Ye0Y5uGfbaFLTu75bYfIPhqlRvfdybobHX7tz6frzF9H5vxgxz9jl6XU1zStxmupfZ+d7cLBSq6/W1vZWq5tb+VwVMY8FLHF21rGJHeyiwUoXuMYNbq0768l6tl7eqVYh18zh07Je3wDdi6x6</latexit>

w1rfγ(1)(θ)

<latexit sha1_base64="nI92JpGxpE91cwOAtsE4C4IkvMk=">AAADVHicjVLLTttAFD2JCaWB0ADLbqxElZJNZCMqukRlwzJIDYlEUDQ2k8TCL9ljKhRl36/pFr4EqX/Q/kMXPTMYiYeAjuXkzrnnnDt3fL00DHLlOL8qVWultvpu7X19faOx+aG5tX2SJ0Xmy4GfhEk28kQuwyCWAxWoUI7STIrIC+XQuzjU+eGlzPIgib+pq1SeRWIWB9PAF4rQpNlafF9OXHscCy8U9nSyGM9EFImO2112xmoulehOmm2n55hlPw/cMmijXP1kq9LAGOdI4KNABIkYinEIgZzPKVw4SImdYUEsYxSYvMQSdWoLsiQZgugFf2fcnZZozL32zI3aZ5WQb0aljU/UJORljHU12+QL46zRl7wXxlOf7Yr/XukVEVWYE31Ld8/8X53uRWGKL6aHgD2lBtHd+aVLYW5Fn9x+0JWiQ0pMx+fMZ4x9o7y/Z9toctO7vlth8r8NU6N675fcAn9e7c6j68tfROffYqQ845Sn19U0r85pcp/OzvPgZLfn7vU+H++1D76Wc7WGj2ihw9nZxwGO0MeAlX7gJ65xU72t/rUsq3ZHrVZKzQ4eLWvzH7Eqr90=</latexit>

w3rfγ(3)(θ)
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Coreset Selection

Fig. 4. Example of coreset selection.

�∗
= argmin
�⊆�� ,�� ≥0

max
� ∈�

∥
�︁

�=1

∇�� (� )

︸      ︷︷      ︸

full gradient

−
|� |︁

�=1

� �∇�� ( � ) (� )

︸              ︷︷              ︸

coreset gradient
︸                                ︷︷                                ︸

gradient approximation error

∥,

� .� . |� | ≤ �

(2)

Because the coreset is a subset of the complete dataset (� .� ., � ⊆ �� ), we use � ( �) = � (where � ∈ [1, |� |], � ∈
[1, �]) to denote that the �-th tuple in� (denoted by � � ) is the �-th tuple in �� , � .� ., �� . In other words, � is an index
mapping from � to �� .
Recall that the key idea of the coreset is to use a subset of tuples to represent the entire set. Eq. 2 potentially

contains another important mapping � from �� to � to indicate this, � .� ., � (�) = �, � ∈ [1, �], � ∈ [1, |� |], which is
highly related to the weight. Speciically, let � (�) = � denote that we will assign �� to � � (use � � to represent �� )
and use ∇�� ( � ) to represent ∇�� . Each �� will be assigned to one and only one � � , but each � � might be assigned
with multiple tuples in �� . Based on � ,� � is deined as the weight of the � � , which is the number of tuples in ��
assigned to the � � , � .� .,� � = |{�� |� (�) = �, � ∈ [1, �]}| (� � is utilized to represent� � tuples in �� ).

Next let’s use an example to better illustrate Eq. 2.

Example 1. Let’s consider a case of the gradients of each tuple, as shown in Figure 4. Suppose that for any � ,

∇�1 (� ) ≈ ∇�2 (� ), ∇�3 (� ) ≈ ∇�4 (� ) ≈ ∇�5 (� ) ≈ ∇�6 (� ) and ∇�7 (� ) ≈ ∇�8 (� ). In this case, based on Eq. 2, if one

wants to ind an optimal coreset with a size of 3, � .� ., � = 3, the solution can be �∗
= {�2, �5, �7} (� (1) = 2, � (2) = 5

and � (3) = 7), associated with �1 = 2,�2 = 4,�3 = 2 because � (1) = � (2) = 1, � (3) = � (4) = � (5) = � (6) = 2
and � (7) = � (8) = 3. In this way, �∗ can be one of the optimal coresets that can well approximate the full gradient

because ∥
8∑

�=1
∇�� (� ) −

3∑

�=1
� �∇�� ( � ) (� )∥ is minimized, which is close to 0.

Key observation.We can observe from Example 1 that in order to minimize the GA error, we should set � (�) = � ,
where ∇�� and ∇�� ( � ) are likely to be close. Therefore, computing the coreset is similar to computing the �
exemplars [67] of the gradients, if all the gradients of tuples can be computed.

Upper bound minimization of GA error. We can see from Eq. 2 that to solve the equation, the gradients have
to be computed, which have a close relationship with the parameter � . However, the main bottleneck is that
the entire parameter space � is too expensive to explore. Hence, a typical solution is to irst compute the upper
bound of GA error (Eq. 3), then generalize [8, 37, 58] the upper bound computation to the entire parameter space
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(Eq. 4), and inally select the coreset to minimize the bound. To be speciic, using the triangle equation, for any
particular � , we have:

∥
�∑

�=1
∇�� (� ) −

|� |∑

�=1
� �∇�� ( � ) (� )∥ ≤

�∑

�=1
∥∇�� (� ) − ∇�� (�� (� ) ) (� )∥ (3)

Together with the aforementioned observation, given a coreset � , the upper bound is minimized when �

assigns every tuple �� to the tuple in � with most gradient similarity, � .� ., ∥
�∑

�=1
∇�� (� ) −

|� |∑

�=1
� �∇�� ( � ) (� )∥ ≤

�∑

�=1
min
� � ∈�

∥∇�� (� ) − ∇�� ( � ) (� )∥.

For the entire space � , it has been proved in recent works [8, 37, 58] that for convex ML problems (corresponding
to an optimization problem in which the objective function is a convex function), the normed gradient diference
between tuples can be eiciently bounded by:

∀�, �,max
� ∈�

∥∇�� (� ) − ∇�� (� )∥ ≤ max
� ∈�

O(∥� ∥) · ∥x� − x� ∥ (4)

where ∥x� − x� ∥ is the Euclidean distance between feature vectors of two tuples, namely feature distance, and
O(∥� ∥) is a constant. Hence, we can conclude thatGA error can be bounded independent of the optimization

problem in practice, � .� ., any particular � . Finally, considering Eq. 3 and Eq. 4 together, the coreset selection
problem can be converted to:

�∗
= argmin

�⊆��

�︁

�=1

min
� � ∈�

�� � , s.t. |� | ≤ � (5)

where �� � = ∥x� − x� ( � ) ∥ for ease of representation. The above equation indicates that given a train data �� and
a coreset � , we use � =

∑�
�=1 min� � ∈� �� � to score the coreset. The lower the score, the smaller upper bound of

the GA error we can get, which indicates a better coreset. To summarize, solving Eq. 5 is to minimize the upper
bound of the GA error (� .� ., select the coreset with the lowest score) by just considering the feature vectors of the
training tuples without training in advance.
Note that Eq. 4 holds for tuples associated with the same label [8, 37]. Therefore, in practice, we respectively

select coresets for tuples with diferent labels and combine them. Suppose that we aim to select a coreset with
size � for a binary classiication task (label 1: 60%, label 0: 40%), so we select a coreset with size 60%� for tuples
with label 1 and another one with 40%� for tuples with label 0.

Our scope. In this paper, we focus on the convex problems (�.�., logistic regression, support vector machine,
etc.) because for such problems the gradient diference can be well bounded by the diference between feature
vectors. Note that, for other ML algorithms such as deep neural networks, they can also be trained using selected
coreset to achieve good training accuracy (see Section 7 for our experimental indings).

3 Coreset Over Incomplete Data

In this section, we will formally deine the problem of coreset selection over incomplete data (Section 3.1) and
then describe our proposed framework to solve the problem (Section 3.2).

3.1 Problem Definition

As discussed above, we have to compute the coreset score � , so as to produce a good coreset. To this end, the
feature distances can be computed as a pre-processing step, based on which the coreset score can be computed.
However, when there exists incomplete data with missing values, even the feature distances are hard to compute
accurately, let alone selecting a proper coreset.
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Fig. 5. Example of coreset selection with missing values

.

Incomplete data. Formally, suppose that � has � attributes, denoted by {A1,A2, ...,A� }. Each attribute
A�,� ∈ [1, �] represents a domain set including the Null, (� .� ., Null ∈ A�), in which each tuple in � can take
value on this attribute. |A� | denotes the domain size. Then, each tuple �� ∈ A1 ×A2×, ...,×A� . Let �� [�] denote
the value of the�−th attribute of �� , � .� ., �� [�] ∈ A� .
For a tuple �� ∈ � , if ∃ �� [�] = Null,� ∈ [1, �], �� is an incomplete tuple, denoted by I[�� ] = 1, otherwise

I[�� ] = 0. Let us better illustrate this using an example.

Example 2. As shown in Figure 5(a), there are 6 tuples in the table � with ive attributes (an excerpt from a large

table). For example, A2 is the Gender attribute, � .� ., A2 = {M, F, Null}. Among these tuples, �2, �3, �4, �6 have missing

values, �.�., I[�2] = 1, I[�1] = 0. Given a coreset as shown on the right side, if there are no missing values, we can

assign each tuple �� ∈ � to its most similar tuple in � (compute min� � ∈� �� � ), and then sum these feature distances

up to compute the coreset score � . However, given these missing values, the feature distances cannot be computed

accurately (�.�., �12, �13, �22, etc.), and thus the assignment of tuples in � cannot be determined precisely. Hence, the

coreset score is not precise, and thereby leads to a coreset that cannot well represent the full complete (clean) data.

As discussed above, imputation before coreset selection sufers from either large cost (human imputation) or
large number of possible repairs (automatic imputation), while imputation after coreset selection cannot obtain a
good coreset because of the inaccurate feature distance computation (see Example 2).
Therefore, an essential problem is to select a good coreset that can represent the complete dataset �� , which

relies on accurate coreset score computation given �� that is the unknown ground truth. Fortunately, the possible
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repairs of � can be modeled by possible worlds [11ś13, 26], based on which we can efectively select the coreset
over incomplete data.

Possible worlds. Given the incomplete dataset � , ∀� ∈ � and I[�] = 1, ∀� [�] = Null,� ∈ [1, �], we assign a
value in A� \ {Null} to � [�] as an imputation (a.k.a. a possible repair). Thus, we have an assignment for all
the missing values in � , which corresponds to a possible world� . Since there exist a large number of possible
assignments, we deine the set of possible worlds as IW = {�� |� ∈ [1, |IW |]}.

Let us better illustrate this using an example.

Example 3. Given � , for tuples �2, �3, �4, �6 with missing values, we have a large number of possible assignment

as shown in Figure. 5(b), each of which corresponds to a possible world (we omit the Name attribute because there

is no missing value on this attribute). Suppose that there are 2 (4/100/10) types of values of the attribute Gender

(Department/Age/Working years), there exist 32,000 possible worlds in total.

Note that for numerical attributes, we will bin them into diferent buckets, such that we can treat them as
categorical values and avoid the unlimited number of possible worlds.

Even with possible worlds, the score computation of coreset remains challenging. Each possible world of � is a
complete dataset, and thus given a coreset, the score can be directly computed considering the feature distances,
as discussed in Section 2.2. However, the crucial issue is that each possible world could be the ground truth, � .� .,
�� , but each one leads to a diferent score.

Example 4. As shown in Figure. 5(b), the two possible worlds�1 and�2 are only diferent in �3, leading to a

diferent feature vector x3, which makes the score computation a diference. To be speciic, given the same coreset �

with tuples �1 (�1), �3 (�2) and �4 (�3), because of a diferent x3, the closest feature distance of x5 in�2 becomes x1,

rather than x3 in�1. And the closest feature distance of x6 in�2 becomes x3, rather than x4 in�1. Therefore, the

coreset scores, � .� ., the sum of these closest feature distances of tuples are diferent among possible worlds.

Example 4 shows that diferent possible worlds make the mapping � diferent, which leads to diferent scores.
Hence, to get a good coreset without the ground truth, an intuitive solution is to compute the expected coreset
score considering all possible worlds. By doing so, although we cannot get the complete data (�� ) in advance, we
can focus on how to select an informative coreset that can represent the possible worlds of � .

Next, we formally deine the studied problem.

Expected optimal coreset selection over incomplete data. Given � , we have a number of possible worlds
IW = {�� }. Then given a subset (coreset) � ⊂ � , for diferent�� , we have the corresponding �� with the same
tuples as � but probably diferent imputations. For �� , we can compute a score �� =

∑�
�=1 min� � ∈��

�� � , where

�� � = ∥x� − x� ( � ) ∥ and both feature vectors are from {�� }. Then, we have the expectation E[�] = ∑ | IW |
�=1

���� ,
where �� denotes the probability of the appearance of {�� }. Finally, our problem becomes how to compute the
coreset � with the lowest expectation of GA error upper-bound. Formally, we have

�∗
= argmin

�⊆�
E[�], s.t. |� | ≤ � (6)

For example, given � , the corresponding possible worlds and a coreset� in Figure 5, we have diferent�� with
the same tuples (containing �1, �3, �4) but probably diferent imputations. For each �� , we will compute �� , and
inally compute E[�]. Solving Eq. 6 can result in an informative coreset with incomplete tuples being selected.
After these tuples imputed by a human, � .� ., Case (5), or state-of-the-art automatic method, � .� ., Case (6), we can
derive a good coreset.
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Fig. 6. The GoodCore framework.

3.2 Goodcore Framework

Next, we will introduce our proposed GoodCore framework to solve Eq. 6, which is non-trivial because it is
NP-hard. But fortunately, we prove that it has the sub-modular property (see Section 4). Hence, GoodCore uses a
greedy framework with three loops to solve the problem with an approximate ratio.
At a high level, the greedy strategy adds one tuple with the largest łutilityž to the coreset iteratively, which

can be considered as the irst loop. In each iteration, we have to iterate tuples in � to select the one with the
largest utility, which is the second loop. Naturally, we have to compute the utility of each tuple, where all tuples
in � have to be considered, leading to the third loop.

Next, we will further illustrate the framework using Figure 6 and Algorithm 1.

The irst loop (lines 3-9) of the greedy algorithm is to add the tuple �∗ with the maximum utility (� .� ., E[� |�] =
E[�] − E[� ∪ {�}]) into the coreset iteratively for � times. To be speciic, the łutilityž of a tuple � denotes the
reduction of expectation of GA error after adding � into the coreset � .

Suppose that � = 3. Figure 6 (the 1�� loop part) shows the situation that there already have been 2 tuples in � ,
and we are going to add the third tuple into the coreset.

The second loop (lines 6-7) computes the utilities of tuples that are not in coreset � , based on which the best
one is picked for the irst loop. An ideal solution is to consider all tuples in � \� , which is prohibitively expensive,
so in practice we use an eicient method to accelerate this loop by uniformly sampling ℎ tuples as ������� (line 5)
and then selecting the best one from ������� (line 14). The diference is that theoretically, considering all tuples

has an approximate ratio 1- 1
�
(because of the sub-modular property), while the sampling method holds a (1- 1

�
− �)

ratio [61], where � is related to the sampling ratio.
As shown in Figure 6, suppose that ℎ = 3, and we sample {�3, �4, �6} from {�1, �3, �4, �6}. Then the second loop

iterates the three tuples and computes the utility for each one (the third loop).

The third loop (line 7) will loop through all tuples in � , so as to compute the utility of tuple � used in
the second loop. To be speciic, the core part of the utility computation (� .� ., ComputeUtility) is to compute

E[�] = ∑ | IW |
�=1

���� =

∑ | IW |
�=1

�� (
∑�
�=1 min� � ∈��

�� � ), from which we can see that it is inevitable to iterate the �
tuples in � . However, the most challenging part is that we also have to enumerate a large number of possible
worlds. We will illustrate how to solve this in details in Section 4.
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Algorithm 1: GoodCore Framework

Input: Incomplete train data � , coreset size � , sample size ℎ.

Output: A coreset � ⊆ � , weightW = {� � },|� | = |W| = � .
1 � = ∅;
2 while |� | < � do

3 /*1st loop*/

4 Sample ℎ tuples as ������� ⊆ � \�
5 for each tuple � ∈ ������� do
6 /*2nd loop*/

7 E[� |�] = ComputeUtility(�,�, �); /*3rd loop*/

8 �∗ = argmax� ∈�������
E[� |�] ;

9 � = � ∪ {�∗};
10 for � ∈ � do

11 if I[�] = 1 then

12 Impute � by a human or automatic method.

13 for � = 1 to |� | do
14 for � = 1 to n do

15 if � � = argmin� � ′ ∈� max
� ∈�

∥∇�� (� ) − ∇�� ( � ′ ) (� )∥ then
16 � � += 1;

17 return �,W;

The imputation step (line 12). After GoodCore selects the coreset � using the above 3 loops, we can leverage a
human or automatic method to impute the tuples that are incomplete in � , which correspond to Case (5) and
Case (6) in Section 1 respectively.

Weights computation (lines 20-23). It computes the weight of each tuple in� , which will be used to approximate
the full gradient during training. For training, tuples in the coreset are randomly shuled. Afterwards, suppose
that in each step of the gradient decent, when we use � � ∈ � to update the gradient, we compute the gradient
(∇�� ) of � � irst, and then use� �∇�� to update the model parameters.� � is the number of tuples in � assigned to
� � . The above steps repeat until the model converges.

Imputation-in-the-loop optimizations. Unfortunately, the 3-loop computation of the strategy is rather
expensive due to the large number of possible worlds (Section 4). To address this, we can integrate either human-
in-the-loop or the automatic method into GoodCore framework (Section 5). It iteratively imputes one incomplete
tuple or a mini-batch of incomplete tuples. Once the tuple(s) is (are) computed and added to the coreset within
the irst loop, the number of possible worlds can be signiicantly reduced, and so does the computational cost.

Group-based acceleration. As discussed above, we have to iterate all tuples of � in the third loop to compute
the utility of a tuple � . Given a large train set with missing values, it is still ineicient to compute the coreset. To
address this, we propose to assign tuples in � to multiple groups, and use these groups to represent the entire
dataset. Since the number of groups are smaller than �, the eiciency can be much improved (Section 6).
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4 Goodcore Algorithm

In this section, we will illustrate GoodCore algorithm in details for solving Eq. 6, which is proven to be prohibitively
expensive (Section 4.1). Then we focus on how to compute the expectation using possible worlds (Section 4.2) in
the algorithm.

4.1 Problem Complexity

Let us irst discuss the time complexity of inding the optimum of Eq. 6.

Theorem 1. The problem of expected optimal coreset selection over incomplete data is NP-hard.

Proof. Let us consider a special case that there is no missing value in � . Our problem becomes the typical
coreset selection problem over complete data, which has been proven to be NP-hard by reduction from the
Minimum Vertex Cover problem [32, 58, 59]. Hence, our problem is also NP-hard. □

Theorem 2. The problem of expected optimal coreset selection over incomplete data has the sub-modular property.

Proof. First, we regard E[�] = ∑ | IW |
�=1

���� as a utility function, where �� =

∑�
�=1 min� � ∈��

�� � . In fact, �� can
be regarded as a function of the coreset score computation over complete data, which has already proven to have
the sub-modular property [42, 58, 59]. Therefore, consider the property that a non-negative linear combination of
sub-modular functions is also sub-modular [53]. To be speciic, given any sub-modular function �1, �2, . . . , �� and

non-negative numbers �1, �2, . . . , �� . Then the function G deined by G =

∑�
�=1 ���� is sub-modular. Hence, we

can conclude that our studied problem is a sub-modular problem because E[�] = ∑ | IW |
�=1

���� , where �� > 0. □

The greedy algorithm. Given the sub-modular property, naturally, we can design a greedy algorithm with an
approximate ratio. As shown in Algorithm 1, we greedily add one tuple to the coreset at each iteration. The added
tuple should have the largest utility computed by E[� |�] = E[�] − E[� ∪ {�}]. Hence, the key component is that
given the original train data (�) and a coreset (� or � ∪ {�}), how to compute the expectation of GA error (E[�]
or E[� ∪ {�}]) of the coreset. However, it is non-trivial because of the large number of possible worlds. We will
irst introduce how to compute the probability �� , and describe the expectation computation in Section 4.2. After
� tuples are added, we can impute missing tuples in the coreset generated by GoodCore.

4.2 Expectation Computation

Possible world probability. To compute the expectation, it is inevitable to derive the probability of each possible
world, which can be taken as a pre-processing step in our framework. To be speciic, since tuples with missing
values are always imputed independently [57], given a possible world�� , the probability �� can be computed by
�� =

∏

� ∈�� ,I[� ]=1
��
�
, where ��

�
denotes the probability of the appearance of tuple � with I[�] = 1. Besides, apparently

��
�
= 1 when I[�] = 0, so �� = 1 if there are only complete tuples. Therefore, our focus is on how to get the value

of ��
�
, which can be solved by many approaches, like statistic methods and learning-based methods (see [57] for a

survey). In this paper, we use the learning-based method [14] with a Python library [1] to generate the probability,
which can be easily replaced by other libraries or domain-speciic methods. During training, learning-based
methods take � as input and learn a model M to describe the joint data distribution. For inference, we have
� (A� |x, ����� ) = M(x, ����� , �∗), where the model takes as input the feature vector x of � , the mask vector �����
(indicating which attributes are missing) and the model parameter �∗, outputs the probability distribution of a
missing attribute A� .

Suppose that � just has one missing attribute A� , and then ����� is a one-hot vector with ����� [�] = 0. Hence,
we can directly obtain ��

�
from the distribution � (A� |x, ����� ). For � with multiple missing attributes, we can also
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Fig. 7. Tuple-based expectation computation.

compute ��
�
using the chain rule. If � has two missing values of A� and A � , to compute ��

�
, we have to compute

� (A� ,A � |x, ����� ), abbreviated as � (A� ,A � ) = � (A� )� (A � |A� ). � (A� ) can be obtained by masking the �-th
and �-th attribute in ����� . Then, we only mask the �-th attribute and impute diferent values of A� to obtain
� (A � |A� ).

Example 5. In Figure 5(a), suppose that for the irst possible world, we have to compute �1 = �
2
1 × �31 × �41 × �61 .

For instance, to compute �31 , given the trained deep learning model, we feed {Lei, M, Mask, 35, Mask} and a one-hot
vector {1, 1, 0, 1, 0} into the model and compute the probability distribution of this tuple, from which we can get �31 ,

� .� ., the probability of {Lei, M, Sales, 35, 1}.

Compared with statistical approaches, deep learning-based methods use more powerful models with good
learning capacity and consider the correlation between attributes. For practitioners, they can use any ad-hoc
method to compute the probability.

Brute-force expectation computation. Recap that E[�] = ∑ | IW |
�=1

�� (
∑�
�=1 min� � ∈��

�� � ). Intuitively, the brute-
force method is to enumerate each possible world, compute the probability and inally get the expectation.
However, there are a huge number of possible worlds, which makes the computation prohibitively expensive.
Speciically, we assume the attribute number� and |A� |,� ∈ [1, �] are constants, so the number of possible
worlds of each tuple is a constant, denoted by �. Suppose that the number of tuples with missing values is � (�),
so the number of possible worlds (|IW |) is � (��). Given a coreset � , the time complexity to compute E[�] is
� (���), which is rather expensive.

Tuple-based expectation computation. To further elaborate, we can easily expand E[�] as follows:

E[�] =�1 (min
� � ∈�1

�1�
✿✿✿✿✿✿✿✿

+ min
� � ∈�1

�2� + · · · + min
� � ∈�1

��� )

+ �2 (min
� � ∈�2

�1�
✿✿✿✿✿✿✿✿

+ min
� � ∈�2

�2� + · · · + min
� � ∈�2

��� ) + · · ·

+ � | IW | ( min
� � ∈� |IW |

�1�

✿✿✿✿✿✿✿✿✿✿✿✿✿

+ min
� � ∈� |IW |

�2� + · · · + min
� � ∈� |IW |

��� ).

We can see from the above equation that these underlined terms are only related to �1 ∈ � as well as
{�1,�2, · · · ,� | IW | }, � .� ., the coresets corresponding to the |IW | possible worlds. However, as the coreset �
is much smaller than the full data � , the number of possible worlds of� will be also much smaller than |IW |, and
thus there will be many duplicates among {�1,�2, · · · ,� | IW | }. Therefore, many of these underlined terms have
identical variable parts, � .� ., min� � ∈��

�1� , when they are associated with the same �� . These terms are like terms.
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Combining these like terms (� .� .,
∑ | IW |
�=1

�� min� � ∈��
�1� ), we can get the expectation of min� � ∈� �1� , denoted by

E[min� � ∈� �1� ].
In short, we can convert the expectation computation over the possible worlds of the entire training set � to

the sum of expectation of each tuple in � , as follows:

E[�] =
| IW |︁

�=1

�� (
�︁

�=1

min
� � ∈��

�� � ) =
�︁

�=1

E[min
� � ∈�

�� � ] (7)

Example 6. Figure 7 shows how to compute E[min� � ∈� �2� ]. Instead of enumerating |IW | possible worlds by the

brute-force method, we can enumerate a much smaller number of possible worlds of� ∪ �2, compute the corresponding

probabilities and inally get the tuple expectation. Speciically, The left part of Figure 7 shows the possible worlds of

the tuple, the right part shows the possible worlds of the coreset, and their combination is the possible worlds of� ∪ �2.
Then, following Eq. 7, we can iterate the tuples in � , compute their expectations and sum them up to derive E[�].

Time complexity. Since the coreset size is � , and the number of tuples with missing values in the coreset is
� (�), the time complexity of computing E[�] using tuple-based method is � (��� ), where � is much smaller
than �, compared with the brute-force method. However, note that computing E[�] is just the third loop in
the entire framework. Besides, the irst two loops incrementally add � tuples into the coreset, and sample ℎ
tuples for tuple selection respectively. Hence, the overall time complexity of coreset selection over incomplete
data is � (�ℎ��� ), which is still expensive when � is not small enough. In the next section, we involve the
imputation-in-the-loop strategies to achieve further improvement.

5 Optimized Goodcore with Imputation-in-the-loop

As discussed above, it is rather expensive to directly compute all the � tuples in the coreset. Hence, in this section,
we propose to involve the imputation-in-the-loop mechanism that asks the human, � .� ., Case (7), or automatic
method, � .� ., Case (8) to impute these missing values iteratively while they are generated by Algorithm 1.

The advantages of this optimization are two-fold. First, with more and more missing values being imputed, the
number of possible worlds is greatly reduced, which reduces the machine cost a lot. Second, for human-in-the-loop
imputation, it allows us to gradually impute the tuples accurately, and thus the coreset score computation can be
more and more accurate, which produces a better coreset.

5.1 One Tuple Each Iteration

In fact, we can just slightly modify Algorithm 1 to achieve the imputation-in-the-loop strategy. To be speciic,
in the irst loop, we will iteratively impute the tuple once an incomplete tuple �∗ is computed by GoodCore, rather
than conducting the imputation after � tuples are computed, as discussed in Section 4. To this end, we move the
imputation step (lines 11-12 in Algorithm 1) inside the irst loop of Algorthm 1, � .� ., imputing each selected �∗ by
a human or automatic method in each iteration after line 9.

Afterwards, we will add the next tuple into the coreset, so another loop starts and ℎ tuples are sampled. In the
following, we will expand the third loop, � .� ., the function ComputeUtility (line 7) of Algorithm 1 under this
one tuple per iteration scenario.
As shown in Algorithm 2, at the beginning, we temporarily add the sampled tuple � to the current coreset,

so as to compute the beneit of � , � .� ., E[� |�]. To this end, we have to irst compute the expectation of GA error

bound of �̂ (� .� ., computing E[�̂] in the for-loop lines 3-12). And the expectation w.r.t. � (� .� ., E[�]) has been
computed in the last loop. Then we can compute E[� |�] = E[�] − E[�̂] (line 10).
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Algorithm 2: ComputeUtility (3rd-loop to compute E[� |�])
Input: Incomplete train data � , current coreset � , a sampled tuple � .

Output: The expectation E[� |�].
1 �̂ = � ∪ {�};
2 E[�̂] = 0;

3 for each tuple �� ∈ � do

4 if I[�] = 0 and I[�� ] = 0 then

5 E[�̂]+= min
� � ∈�̂ �� � ;

6 else

7 Get the possible worlds of �̂ ∪ {�� };
8 Compute E[min

� � ∈�̂ �� � ] using these possible worlds and their probabilities;

9 E[�̂]+= E[min
� � ∈�̂ �� � ];

10 E[� |�] = E[�] − E[�̂];
11 return E[� |�];

Speciically, to compute E[�̂], we will use the tuple-based expectation computation method proposed in
Section 4.2. For each tuple �� ∈ � , if �� and � are both complete, we can directly compute min� � ∈�̂ �� � because there

is no incomplete data in �̂ (lines 4-5). Otherwise, we will enumerate the possible worlds of �̂ ∪ {�� }, compute
their probabilities and compute E[min� � ∈�̂ �� � ] (lines 7-8). Note that since there are at most two tuples (� .� ., ��

and � ) have missing values, the number of possible worlds is small because other missing values in �̂ have been
imputed by humans in previous iterations.

Time complexity analysis. As discussed above, using this human-in-the-loop strategy, the number of possible
worlds to be considered is greatly reduced. For Algorithm 2, the time complexity is � (��2) because there are at
most two incomplete tuples in �̂ . For the entire three loops framework, the time complexity can be regarded as
� (�ℎ�) because � is a constant, which is much lower than the solution without imputation in the loop.

However, if we utilize the human for imputation, the above method will incorporate many human iterations.
In the following, we propose to ask human to impute a small batch of missing tuples in each iteration, so as to
reduce the number of human iterations.

5.2 One Batch Each Iteration with Human-in-the-loop

In Section 5.1, one tuple per iteration by humans requires many human iterations. However, if we just incorporate
a single human iteration like Section 4.2, it is infeasible to compute the tuples to be imputed due to the large
number of possible worlds. Therefore, in this subsection, we propose a trade-of solution that asks the human to
impute a small batch of tuples per human iteration.

To be speciic, as shown in Algorithm 3, compared with the one tuple per human iteration algorithm (� .� ., the
modiied Algorithm 1 at the beginning of Section 5.1), we additionally take the batch size � as input (when � = 1,
Algorithm 3 is in fact the modiied Algorithm 1). Algorithm 3 also incorporates 3 loops, but the main diference is
that we do not instantly ask the human to impute the most beneicial tuple �∗ among������� . Instead, we just add
�∗ into the coreset� (line 7). When there have been � incomplete tuples, we ask the human to impute these tuples
together (line 17-19). Finally we compute the weight (line 13), same as Algorithm 1. Although this approach
reduces the number of human iterations, it takes a longer time to compute E[� |�] (line 5) than Algorithm 1
because there are more incomplete tuples, which indicates more possible worlds. Speciically, the time complexity
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Algorithm 3: Batch algorithm of GoodCore

Input: � , � , ℎ, batch size �.

Output: A coreset � , weight W.

1 � = ∅, ��� = 0;

2 while |� | < � do

3 Sample ℎ tuples as ������� ⊆ � \�
4 for each tuple � ∈ ������� do
5 E[� |�] = ComputeUtility(�,�, �);
6 �∗ = argmax� ∈�������

E[� |�] ;
7 � = � ∪ {�∗};
8 if I[�∗] = 1 then

9 ��� + +;
10 if ��� = � then

11 Ask the human to impute the incomplete tuples;

12 ��� = 0;

13 Compute the weightW.

14 return �,W;

of computing E[� |�] is � (���), which is also expensive. Hence, we propose a heuristic method to accelerate this
process as follows.

Reducing the number of possible worlds. A straightforward method of improving the eiciency is to reduce
the number of possible worlds. To this end, intuitively, we should focus more on the possible world with a high
probability, so these possible worlds with low probabilities can be pruned without sacriicing the accuracy of
expectation computationmuch. Note that for each possible world, the probability is computed by themultiplication
of the probabilities of incomplete tuples in the world because the tuples can be considered independent [57].
Therefore, we can remove the possible worlds of each tuple with low probabilities (� .� ., reducing �), and thus the
number of possible worlds of the entire coreset is greatly reduced. For example, we can keep top-� (�.�., � = 3)
possible worlds (� .� ., 3 diferent possible imputations of � with high probabilities) of a tuple � . Then for the batch
of � incomplete tuples, the number of possible worlds is �� and the complexity of computing E[� |�] is � (���),
where both � and � are small enough. Therefore, the time complexity is � (�ℎ�). Besides, we can also apply this
heuristic method to make the algorithm in Section 4 practical, which is evaluated in Section 7.5.

5.3 Convergence Rate Analysis

Convergence rate is often used to relect the speed of inding the optimal parameters for the machine learning
algorithm. With a higher convergence rate, we can take fewer epochs to make the model converge. To compute
the convergence rate, we have to compute the distance between the parameter � and the optimal parameter � ∗ in
the �-th and the (� + 1)-th epoch. Since � is a strongly convex function, ∀�, � ′ we have

� (� ) − � (� ′) ≥ ∇� (� ′) (� − � ′) + �
2
∥� − � ′∥2 (8)

where � is a constant. We denote the stepsize as �� =
�0
��

for the �-th epoch, where � is a constant. After using

gradient descent in each step, we have ∥� �+1 − � ∗∥2 = ∥� � − ��
∑ |� |
�=1� �∇�� ( � ) (� ��−1) − � ∗∥2. Then, following Eq. 8,

we have
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∥��+1 − �∗∥2 ≤ ∥�� − �∗∥2 − 2��

|� |︁

�=1

(�� (�� ) − �� (�∗))

+2��
|� |︁

�=1

(�� (���−1) − �� (�
� )) + � 2�

|� |︁

�=1

∥� �∇�� (���−1)∥
2

(9)

Recap that we select a coreset that minimizes E[�] through converting gradient diference to feature dis-
tance (�� � ) computation. Obviously, given a dataset, �� � can be bounded (suppose that �� � ≤ �0). Then we have

E[min� � ∈� �� � ] =
∑ | IW |
�=1

�� (min� � ∈��
�� � ) ≤

∑ | IW |
�=1

�� ∗ �0 = �0, and thus E[�] = ∑�
�=1 E[min� � ∈� �� � ] ≤ � ∗ �0 = �1.

Besides, we also have���� ∈� ∥
∑�
�=1 ∇�� (� )−

∑ |� |
�=1� �∇�� ( � ) (� )∥ ≤

�∑

�=1
min
� � ∈�

∥∇�� (� )−∇�� ( � ) (� )∥ ≤
�∑

�=1
min
� � ∈�

�� � ≤ �1.

Following the deinition of convex function, we have �� (� � ) − �� (� ∗) ≤ � �∇�� (� ∗) (� � − � ∗) + �

2 ∥� � − � ∗∥2. Based
on the above things, we can apply Cauchy-Schwarz inequlity [74] and derive

− 2��

|� |︁

�=1

(�� (�� ) − �� (�∗))

≤ − ��� ∥�� − �∗∥2 + 2�� ∥
|� |︁

�=1

� �∇�� (�∗)∥∥(�� − �∗)∥

≤ − �� � ∥�� − �∗∥2 + 2� � |� |�1�2
�

(10)

where�2 can be regarded as the upper bound of ∥��−� ∗∥. Since � is convex, thus, for item �� (� ��−1)−�� (� � ), we have
�� (� ��−1)−�� (� � ) ≤ ∥� �∇�� (� � )∥��

∑�−1
�=1 ∥��∇�� (� ��−1)∥. In addition, we can assume that��� �∈{1,· · · , |� | } ∥∇�� (� )∥ ≤

�3. Then, we have

2��

|� |︁

�=1

(�� (���−1) − �� (�
� )) + � 2�

|� |︁

�=1

∥� �∇�� (���−1)∥
2

≤2��
|� |︁

�=1

∥� �∇�� (�� )∥��
�−1︁

�=1

∥��∇�� (���−1)∥ + �
2
�

|� |︁

�=1

∥� �∇�� (���−1)∥
2

≤2� 2� ( |� |2 − |� |)�2
����

2
3 + �

2
� |� |�2

����
2
3

(11)

Thus, from Eq. 9 to Eq. 11, we can get

∥��+1 − �∗∥ ≤ (1 − ��� )∥�� − �∗∥2 +
2�� |� |�1�2

�
+ � 2� |� |2�2

����
2
3 (12)

Finally, following Lemma 4 in [25], the convergence rate of Algorithm 1 is at the same rate of � ( 1√
�
) as the

convergence rate on the entire dataset [64]. Therefore, theoretically, the selected coreset can converge with the
same number of epochs as training on the full data. In this way, since coreset has a much smaller size than the
full data, the eiciency can be much improved.

6 GoodCore+: Group-based Acceleration

As discussed above, we can observe that in Section 5.1, even with the most eicient imputation-in-the-loop
strategy, � .� ., one tuple in each iteration, the time complexity is � (�ℎ�), where � is the size of the coreset, ℎ is
the sample size, and � is the cardinality of the entire dataset. Therefore, obviously, the eiciency is dominated by
�, which is still low when � is large, and thus it is necessary to further accelerate this process.
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Key observation. Recap that in Figure 4, we can observe that given a tuple � in the coreset, the tuples in the
origin full train set � represented by � are likely to be closer to each other than other tuples not represented by � .
Based on this observation, we propose to irst group the full train set, and then compute the coreset based on the
groups. This can achieve much acceleration because the number of groups is much smaller than �.

At the following, we will theoretically and empirically show that the group-based solution can accelerate the
coreset selection process without sacriicing the efectiveness much.

6.1 Solution Overview

One of the core parts of coreset computation is to compute the tuple-tuple distance, � .� ., �� � . For the group-based
solution, we just need to consider the relationship between tuples and these pre-computed groups, namely tuple-
group distance, rather than the large amount of tuple-tuple distances. As we will discuss below, the computation
of tuple-group distance does not need to iterate all tuples in the group, and thus the overall eiciency can be
much improved. At a high level, the overall process of group-based GoodCore solution with imputation in the
loop is shown in Algorithm 4.

To be speciic, as shown in Algorithm 4 Line 2, we irst group � using the eicient local sensitive hash (LSH)
approach, where each group ��, � ∈ [1,� ] includes the indexes of tuples in � . In this way, every pair of tuples
in the same group is close to each other in the feature distance. Afterwards, the major diference between
group-based GoodCore and original GoodCore lies in the 3rd loop. Instead of selecting a coreset to represent
all tuples in the train set, group-based GoodCore selects a coreset to represent all groups. As these groups can
well capture the train set distribution, the selected coreset contains enough information to approximate the full
gradient of the entire train set.
To this end, recap that the typical coreset selection algorithm relies the tuple-tuple distances to approximate

the full gradient, while for group-based GoodCore, we just need to consider the tuple-group distances, � .� .,
�� ( � )� = max

�∈��

�� ( � )�, �� ( � )� = ∥x� − x� ( � ) ∥, � ( �) ∈ [1, �], which denotes the maximum feature distance between

the tuple � � in the coreset and all tuples in �� . As tuples in �� are close to each other, �� ( � )� can represent the
relationship between � � and tuples in �� to a large extent. We will theoretically show that using this maximum
distance can still derive a bounded GA error. However, since computing �� ( � )� needs to iterate the tuples in �� ,
which is time-consuming, we inally estimate an upper bound �̂ �� to compute the coreset score (as shown in
Line 11), which still leads to a well-performed coreset.

6.2 Group-based GA Error Bound

In this section, following the equations in previous sections, we deduce the GA error bound for our group-based
solution. If we group � to {�1,�2, ...�� }, considering Equation 7, we can rewrite the total sum of � feature
distances (� .� ., min� � ∈��

∥x� − x� ( � ) ∥) to� summations as follows:

E[�] =
| IW |︁

�=1

�� (
�︁

�=1

min
� � ∈��

∥x� − x� ( � ) ∥) =
| IW |︁

�=1

�� (
�︁

�=1

︁

�∈��

min
� � ∈��

∥x� − x� ( � ) ∥) (13)

Afterwards, each summation is the sum of� feature distances, as shown in Equation 14, the sum of each group
can be bounded by the maximum distance (max�∈��

min� � ∈��
�� ( � )�) multiplying the group size, but the bound is

expensive to compute because of iterating � . To address this, we further apply the max-min inequality [16] to
simplify the computations.
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Algorithm 4: GoodCore+ (imputation-in-the-loop by humans)

Input: Incomplete train data � , coreset size � , sample size ℎ, batch size �.

Output: A coreset � ⊆ � , weightW = {� � },|� | = |W| = � .
1 � = ∅;
2 Group � into groups G = {�1,�2, ...,�� };
3 while |� | < � do

4 /*1st loop*/

5 Sample ℎ tuples as ������� ⊆ � \�
6 for each tuple � ∈ ������� do
7 /*2nd loop*/

8 �̂ = � ∪ {�};
9 for each group �� ∈ G do

10 /*3rd loop*/

11 E[�̂]+= E[min
� � ∈�̂ �̂ �� × |�� |], where �̂ �� is the estimated upper bound of

12 �� ( � )� = max
�∈��

�� ( � )�, �� ( � )� = ∥x� − x� ( � ) ∥, � ( �) ∈ [1, �];

13 E[� |�] = E[�] − E[�̂];
14 �∗ = argmax� ∈�������

E[� |�] ;
15 if I[�∗] = 1 then

16 ��� + +;
17 if ��� = � then

18 Ask the human to impute the incomplete tuples;

19 ��� = 0;

20 for � = 1 to |� | do
21 for � = 1 to n do

22 if � � = argmin� � ′ ∈� max
� ∈�

∥∇�� (� ) − ∇�� ( � ′ ) (� )∥ then
23 � � += 1;

24 return �,W;

| IW |︁

�=1

�� (
�︁

�=1

︁

�∈��

min
� � ∈��

�� ( � )�) ≤
| IW |︁

�=1

�� (
�︁

�=1

|�� |max
�∈��

min
� � ∈��

�� ( � )�)

≤
| IW |︁

�=1

�� (
�︁

�=1

|�� | min
� � ∈��

max
�∈��

�� ( � )�)

=

| IW |︁

�=1

�� (
�︁

�=1

|�� | min
� � ∈��

�� ( � )�)

(14)

Therefore, we can iterate over smaller group � to compute the maximum feature distance (� .� ., �� ( � )� =

max�∈��
�� ( � )�, � ∈ [1, |�� |]) between each � � ∈ �� and tuples in each group�� . Then, similar to assigning tuples

of the full train set to the tuple of the coreset in previous sections, we can assign the group�� to the tuple with
the minumum distance, � .� ., min� � ∈��

�� ( � )� . To enable eicient coreset selection, given � and these groups G, we
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should precompute all the maximum feature distances {�� ( � )� | � ∈ [1, �], � ∈ [1,� ]}. In this way, we can directly
get the value of �� ( � )� .

Similar to Sec 4.2, directly computing the probability and getting the expectation is extremely expensive, and
thus we still can convert the expectation computation over the possible worlds associated with all groups to the
sum of expectation of each group, as follows:

| IW |︁

�=1

�� (
�︁

�=1

|�� | min
� � ∈��

�� ( � )�) = �1 ( |�1 | min
� � ∈�1

�� ( � )1
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

+ |�2 | min
� � ∈�1

�� ( � )2 + · · · + |�� | min
� � ∈�1

�� ( � )�)

+ �2 ( |�1 | min
� � ∈�2

�� ( � )1
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

+ |�2 | min
� � ∈�2

�� ( � )2 + · · · + |�� | min
� � ∈�2

�� ( � )�) + · · ·

+ � | IW | ( |�1 | min
� � ∈� |IW |

�� ( � )1
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

+ |�2 | min
� � ∈� |IW |

�� ( � )2 + · · · + |�� | min
� � ∈� |IW |

�� ( � )�) =
�︁

�=1

|�� | × E[min
� � ∈�̂

�� ( � )�] .

(15)

6.3 Technical Details of GoodCore+

6.3.1 Grouping. As discussed in Algorithm 4 Line 2, we need to group the entire train set as a pre-processing
step. To achieve this eiciently, we adopt locality sensitive hashing (LSH) [10] to assign similar tuples to the same
group, with a time complexity linear with |� |. Note that � contains some tuples with missing values, an ideal
way is to irst impute these tuples precisely and then group, but we do not know the ground truth in advance.
Therefore, we just apply a typical algorithm � .� ., MICE [68] to impute these missing values, and then conduct the
grouping. Although the imputation results may not be accurate enough, it does not inluence much because we
just need closer tuples to be included in the same group, and these missing cells do not have a large impact on
determining whether two tuples are close. Finally, tuples with the same hash code are considered highly similar
and grouped together.
6.3.2 Computing the expected maximum distance. In this part, we focus on computing Equation 15, where the
key part is the expected maximum distance, � .� ., E[min� � ∈�̂ �� ( � )�]. To be speciic, we expand E[min� � ∈�̂ �� ( � )�] =
�1 min� � ∈�̂ �� ( � )� [1] + �2 min� � ∈�̂ �� ( � )� [2] + ... + ����� (� ) min� � ∈�̂ �� ( � )� [���� (�)], where ���� (�) denotes the
number of possible world of �� ∪ �̂ , �� (� ∈ [1, ���� (�)]) denotes the probability of the �−th possible world and
�� ( � )� [�] denotes the maximum distance corresponding to the �−th possible world (each possible world does not
contain missing values). Therefore, to compute the expected maximum distance E[min� � ∈�̂ �� ( � )�], we should
know how to compute �� ( � )� [�], � .� ., the maximum feature distance between a tuple � � and a group �� within a
possible world.
Estimating an upper bound for each possible world. For ease of representation, we just use � �� to represent
�� ( � )� [�], indicating the maximum feature distance of a possible world. Recap that the reason why we do not
directly compute the �� ( � )� is that iterating �� to compute the maximum distance is expensive. To solve this,
we propose to leverage the quantization technique to estimate an upper bound �̂ �� of � �� , and then use �̂ �� to
compute the coreset score that still very likely leads to a bounded GA error.
Basic idea.At a high level, if we consider each tuple individually, it is time-consuming as discussed above. However,
if we take all tuples in a group as a whole, we cannot distinguish these tuples from each other and the maximum
distance is impossible to estimate. Therefore, we propose a more reined method that partitions the�-dimensional
feature space into� low-dimensional subspaces, and then quantize each subspace separately. The quantization is
conducted by applying �-means algorithm [36] over the vectors in each subspace, where � clusters are generated.
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In this way, a short code will represent a feature vector, where the �-th element corresponds to the quantization
index (� .� ., cluster ID) of the �-th subspace, and thus the short codes of two vectors can be used to eiciently
estimate their Euclidean distance. In our scenario, we use the short codes to eiciently estimate an upper bound.
To be speciic, we also split x� of � � into� subvectors, each of which is represented as x�� . If we can respectively

compute the maximum distance (denoted by ���� ) between the �-th subvector and vectors in the �-th subspace of

�� , � ∈ [1, �], and sum them up, we can derive an upper bound between � � and �� , � .� ., � �� ≤ ∑�
�=1 �

�
�� .

Computing �̂ �� . As discussed before, directly computing ���� is time-consuming, so we leverage these clusters in

each subspace to represent all the vectors in the �-th subspace.
Speciically, we use {� 11 , � 21 , ..., ��1 } to represent the cluster centers in the irst subspace. Hence, we can build a

matrix��1 to store the feature distances (denoted by��1 [�] [�]) between every two cluster centers, in total�
matrices are built. In this way, we can quantize each �� (x� ) ∈ T to a short code �� , where �

�
� , � ∈ [1, �] denotes

the �-th element, indicating that the ��� -th center has the shortest distance with x�� among all clusters of the �-th

subspace. Then, the feature distance between �� and � � can then be approximated by
∑�
�=1��� [��� ] [��� ].

Given � � and�� , we approximate ���� by irst quantizing x� and ∀x ∈ �� to short codes. Based on these matrices,
for the �th subspace, we calculate the maximum distance between the code corresponding to � � and codes of
tuples in�� , i.e., �̂ ��

�
= max � ∈ ����� [��� ] [��� ] as the approximation. Then, we approximate the upper limit by

summing up the� distances �̂ �� =

∑�
�=1 �̂

�
�� . Although �̂

�
�� may slightly underestimate ���� due to the quantization

bias, the summation �̂ �� always overestimates � �� since each �̂��� is close to ���� , and thus the GA error can be

always bounded.

Reducing the number of possible worlds. Recap that E[min� � ∈�̂ �̂ ��] =
∑���� (� )
�=1 �� min� � ∈�̂ �̂ �� [�]. Hence,

since each group contains multiple tuples, possibly multiple missing values, it is expensive to enumerate ���� (�)
possible worlds and to get the expectation. To address this, we can reduce the number (�) of possible worlds of
each tuple, and just keep several top possible worlds, say � , with the highest probabilities as discussed before.

Next, suppose that there are � + 1 tuples (� tuples in �� and one tuple in �̂) with missing values, and thus there

exist ��+1 possible worlds for �� ∪ �̂ . To achieve further acceleration, we can just select top-�� (�.�., 3) possible
worlds and normalize them to compute the expectation. Similarly, the above framework is easy to generalize to
the scenario of one batch per iteration, where the only diference is that in the coreset, we have a small batch � of
tuples with missing values rather than just one, indicating that the number of possible worlds that should be
considered increases.

Furthermore, we can continue to reduce the number of possible world considering the following entropy-based
method. Considering a missing cell value with 3 possible values to be imputed, if the probability distribution
predicted by an imputation algorithm is (0.8, 0.1, 0.1), � .� ., with a low entropy, it is certain enough to directly
impute the value corresponding to the probability 0.8 rather than considering the possible worlds of this value.
Formally, we use � (� ) = −∑��

�=1 � (�� ) log � (�� ) to denote the entropy [70] of a cell value � , where �� denotes
the number of possible values of � , and � (� ) ∈ [0, log�� ]. Therefore, we can set a threshold (�.�., 10% log�� )
that if � (� ) ≤ 10% log�� , we directly impute the values. In this way, the number of possible world can be further
reduced.
Time complexity analysis. For the quantization step, we can sample a small subset to compute the clusters in
each subspace, and thus the time complexity of this part can be ignored. Then the matrices can be computed in
� (��2) and the short codes of � can be computed in � (���). As discussed above, the largest distance between
corresponding codes of � � and codes of tuples in �� can be computed by �̂��� = max

�∈��

��� [��� ] [��� ] in the �-th

subspace. As ��� only takes from � diferent values {1, 2, . . . , �}, we can precompute max
�∈��

��� [�] [��� ], � ∈ [1, �] for

each �� , which takes � (��2). In this way, we can compute each �̂ �� =

∑�
�=1 �̂

�
�� in � (�), and considering that
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Table 1. Statistics of datasets

Dataset |� | � # Incomp. Tuples Task

Nursery 10960 9 3218 Multi-Class.

HR 18287 12 5475 Binary Class.

Adult 32842 14 10752 Binary Class.

Credit 131,000 11 76813 Binary Class.

BikeShare 13300 15 4821 Regression

Air 437,200 18 128,372 Regression

IMDB 1,000,000 40 331,189 Multi-Class.

IMDB-Large 4,000,000 40 1,312,908 Multi-Class.

� , �� and � are all small constants, all the upper bounds �̂ �� , � ∈ [1, �], � ∈ [1,� ] can be computed in � (��� ),
which is much faster than � (��2) that enumerates every tuple and tuples in each group to compute the upper
bounds, because� ≪ � and� ≪ �. Then, considering the three-loop framework, the overall time complexity is
� (�ℎ� ), which is much faster than the � (�ℎ�) because� ≪ �.
Convergence analysis. Considering the proof in Section 5.3, obviously, given a dataset, �� ( � )� can be bounded

(suppose that �� ( � )� ≤ �0). Then we have E[min� � ∈�̂ �� ( � )�] =

∑���� (� )
�=1 �� min� � ∈�̂ � �� [�] ≤ ∑���� (� )

�=1 �� ∗ �0 =

�0, and thus E[�] =

∑�
�=1 |�� | × E[min� � ∈�̂ �� ( � )�] ≤ � ∗ �0 = �1. And we also have ���� ∈� ∥

∑�
�=1 ∇�� (� ) −

∑ |� |
�=1� �∇�� ( � ) (� )∥ ≤

�∑

�=1
min
� � ∈�

∥∇�� (� ) − ∇�� ( � ) (� )∥ ≤
�∑

�=1
min
� � ∈�

�� � ≤ �1. Then we can still apply Cauchy-Schwarz

inequlity [74] to justify the convergence of the group-based method following the proof in Section 5.3.

7 Experiment

In this section, we suiciently compare our proposed methods with multiple baselines on real datasets to
demonstrate our efectiveness and eiciency.

7.1 Experimental Setings

Dataset. We evaluate on 6 real-world datasets that are often used in the ield of data imputation [40, 48, 52, 54],
as shown in Table 1, where� denotes the number of attributes.
(1) Nursery [2] is a multi-classiication task, which predicts łthe level of recommendation for whether a child goes

to schoolž. There are ive diferent levels, � .� ., {not_recom, priority, recommend, spec_prior, very_recom}. (2)
HR [20] is a binary classiication task of łpredicting whether an employee would change the jobž. (3) Adult [3] is a
binary classiication task that predicts łif the annual revenue of a people is over 50000 dollarsž. (4) Credit [4] is a
binary classiication task that predicts łwhether the loan will be deferred based on a person’s economic situationž.
(5) BikeShare [5] is a regression task that predicts łthe number of bike sharing in a given timež. (6) Air [6] is a
regression task that predicts łthe air quality at a certain timež. (7) IMDB [50] refers to a dataset that predicts the rating
(1-10) of movies, which contains the basic information of movies, �.�., movie_id, title, production_year.
(8) IMDB-Large [50] is the large vision of IMDB, which contains 4,000,000 records with the same attributes.

For datasets (1)-(3) and (7)-(8), we follow existing works [41, 77, 78] to manually inject missing values until the
rate of missing tuples is 30%, and we will vary the percentage of incomplete tuples in Section 7.8. Datasets (4)-(6)
already contain missing values. For all datasets, we randomly split them for 80%/10%/10% as train/validation/test
sets.
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Evaluation metrics. We mainly evaluate the efectiveness and eiciency of GoodCore and baselines. For
efectiveness, we use the prediction accuracy for the classiication task and use the mean square error (��� =

∑�
�=1 (��−�̂� )

�
, where � denotes the size of test set) for the regression task.

For eiciency, we focus on the machine cost (� .� ., the runtime of machine) as well as the human cost (the
number of tuples imputed by human for human-involved methods). For datasets (1)-(3) and (7)-(8), we have
the ground truth of missing tuples, so we use them to simulate the human imputation. For datasets (4)-(6), we
leverage the expert to impute missing values in the coreset by looking at the top-5 values recommended by the
automatic method as a reference. Note that we only involve humans when it is afordable. For baselines that
require humans to impute a lot of missing tuples (� .� ., Complete and C(H(�)) as below), we will not apply them
on datasets (4)-(6).
Baselines. We compare GoodCore and GoodCore + with a variety of baselines.
(1) Origin refers to just training on � .
(2) ActiveClean [48] is an iterative data cleaning framework, which estimates the impact of tuples and prioritizes
cleaning the tuples that much afect the model performance. In each iteration, it can ask the human to clean a
sample subset of tuples. We set the sample size to 50, same as the paper.
(3) BoostClean [49] is an automatic data cleaning method that iteratively selects a cleaning method from several
pre-deined algorithms, applies to the train dataset and updates the model. We use MICE [68], MISSForest [73],
GAIN [78] as pre-deined algorithms.
(4) Best-Auto uses MICE [68], MISSForest [73], GAIN [78] to respectively impute the train set and selects the
one that achieves the highest accuracy on the validation set.
(5) Complete is an ideal case that trains on the ground truth, � .� ., �� . Note that only datasets (1)-(3) have the
ground truth to evaluate this baseline. Datasets (4)-(6) do not have the ground truth and it is too expensive to ask
the human to impute so many missing values.
(6) MixCore is a baseline that selects a coreset from all complete tuples, and then we randomly select some
incomplete tuples to impute. We set the number of incomplete tuples to be imputed equal to that of other baselines
for fair comparison. Finally we train with the tuples in the coreset plus the imputed ones.
(7) C(H(�)) irst involves human to impute the dataset � and then selects a coreset. Similar to Complete, only
datasets (1)-(3) can be evaluated on it because they have the ground truth. The coreset selection solution is the
algorithm in [58], which is a greedy algorithm by modifying Algorithm 1 without considering the possible worlds.
(8) C(A(�)) irst uses automatic data imputation methods to impute the dataset � , and then selects a coreset
using the same method of baseline (7).
(9) H(C(�)) directly selects a coreset based on � and then asks human to impute the incomplete tuples of the
coreset.
(10) A(C(�)) also directly selects a coreset from � , it then uses MICE [68] to impute the incomplete tuples in
the coreset.
Our solutions. We compare GoodCore and its variants.
(11) G(�,⟲H) uses GoodCore to select the coreset and iteratively asks human to impute incomplete tuples (one
tuple per human iteration) during the coreset selection process.
(12) G(�,⟲A) is similar to G(�,⟲H), but the automatic MICE method is used.
(13) G+ (�,⟲H) uses group-based method to accelerate GoodCore, which selects the coreset and iteratively asks
human to impute incomplete tuples (one tuple per human iteration) during the coreset selection process.
(14) G+ (�,⟲A) is similar to G+ (�,⟲H), but the automatic MICE method is used.

Besides, since the coreset of H(G(�)) (or A(G(�))) is too expensive to compute due to the large number of
possible worlds, we do not directly compare with it. Instead, we will limit the number of possible worlds of each
tuple to 3 as discussed in Section 5.2 and evaluate in Section 7.5.
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Fig. 8. Efectiveness of diferent methods.

Hyper-parameter setting.We use SVM and linear regression as the default downstream model for classiication
and regression tasks, respectively. We vary the downstream models in Section 7.8. For model training, we use SGD
and k-inverse decay scheduling, � .� ., �� = �0/(1 + ��) (�0 and � are hyper-parameters to be tuned independently
for diferent methods). The sample size ℎ is set to 200 as default and we vary the size in Section 7.8. The number
of training epochs is set as 20. We also impute the test data using the same method that is applied to the train
data before testing.

7.2 Overall Evaluation

In this part, we compare GoodCore solutions with baselines. We use � =
�
|� | to denote the proportion of coreset

to the entire train set. We set � = 0.005 for datasets (1)-(4), � = 0.001 for datasets (5) and � = 0.0005 for larger
datasets (6)-(8). We will further conduct evaluation by varying the coreset size in Section 7.4.

7.2.1 Evaluation of model accuracy. The results are provided in Figure 8. To summarize, the result could be gen-
erally ranked as G(�,⟲H)/C(H(�))/Complete > G(�,⟲A)/BoostClean/Best − Auto > C(A(�)) > MixCore

> ActiveClean > H(C(�))/A(C(�)) > Origin. Next, we explain the results.
In general, on all datasets, our method G(�,⟲H), Complete and C(H(�)) perform the best. Complete and

C(H(�)) achieve a high accuracy because they ask the human to impute missing values accurately, but incur a
high human cost. For example, Complete and C(H(�)) achieve accuracy of 71.9% and 71.7% on Adult. G(�,⟲H)
is competitive with them because it selects a good coreset that can well represent the unknown ground truth
via gradient approximation. In addition, we can observe that G(�,⟲H) performs better than G(�,⟲A) because
human imputation is more accurate than automatic methods. For example, on Adult, G(�,⟲H) has an accuracy
of 71.7%, while G(�,⟲A) and others are below 68%. G(�,⟲A), BoostClean and Best-Auto have competitive
performance on accuracy. BoostClean and Best-Auto can have a not bad performance because they impute
all tuples and train on the entire dataset, but they cannot achieve eicient training (see 7.2.2). But we can train
on the much smaller coreset generated by G(�,⟲A) with a good accuracy, because GoodCore considers the
possible repairs to derive the coreset that can approximate the full gradient of the entire dataset. Given the same
number of tuples to be imputed by human,G(�,⟲H) also outperforms ActiveClean because we have theoretical
guarantees on the gradient approximation. For other baselines, H(C(�)) and A(C(�)) do not perform well
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Fig. 9. Eficiency of diferent methods. Note that only machine cost (i.e., runtime of machine) is considered.

Table 2. Human cost of diferent methods

Dataset G+ (�,⟲H) G(�,⟲H) H(C(�)) C(H(�))
Nursery 35 37 22 3278

HR 48 44 32 5475

Adult 60 63 81 10752

Credit 57 52 67 -

BikeShare 35 38 25 -

Air 100 98 102 -

IMDB 215 220 230 331189

IMDB-Large 520 511 530 1312908

because they select the coreset from an incomplete dataset. C(A(�)) cannot achieve a good performance because
the selected coreset can not well represent the complete entire dataset, as it does not consider possible repairs
as our method. MixCore does not perform well (�.�., 65.2% on Adult) because G(�,⟲H) and G(�,⟲A) select a
better coreset considering the full data. For Origin, on Adult, the model has an accuracy of 61.3% because of the
incomplete tuples.
7.2.2 Evaluation of the eficiency. We evaluate the eiciency of all methods, including the machine cost and
human cost.
Machine cost. Machine cost is shown in Figure 9. The results could be ranked as H(C(�))/A(C(�))/G(�,⟲H

)/G(�,⟲A)/C(H(�))/MixCore < C(A(�)) < Complete < Origin < ActiveClean <

BoostClean/Best − Auto. We can observe that the irst 5 methods in the ranking have low machine cost, mainly
because they train based on the selected coreset and do not need iterative training. G(�,⟲H) and G(�,⟲A) are
slightly slower because they need to iterate several possible repairs during the process of coreset selection. But
G(�,⟲H) is still more eicient than Origin, Complete, BoostClean and Best-Auto by more than one order
of magnitude, because they need to train on the entire training data. Moreover, ActiveClean and BoostClean

are not eicient either because they incorporate multiple training times, so as to estimate the gradient while data
imputation. Best-Auto is slow because training multiple imputation models takes time.
Human cost. In terms of the human cost, C(H(�)), H(C(�)), G(�,⟲H) and ActiveClean involve human.
As shown in Table 2, C(H(�)) is very expensive because it asks the human to impute all missing tuples. For
example, on datset Adult, 10752 tuples have to be imputed. We do not compare Credit , BikeShare and Air
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Fig. 10. Efectiveness of � vs �+.

for C(H(�)) because they do not have the ground truth. But H(C(�)) and G(�,⟲H) are cost-efective because
human just needs to impute missing tuples in the much smaller coreset. For example, they only cost 81 and 63
tuples on dataset Adult respectively. ActiveClean asks the human to iteratively impute the data. Given the same
number of tuples to impute, our method can achieve much higher accuracy. We will evaluate it in details in next
subsection.
Summary. Based on the results, we have the following conclusions. (1) Our proposed methods G(�,⟲H) and
G(�,⟲A) can achieve high model accuracy because the selected coreset can well represent the underlying
ground truth by gradient approximation considering possible repairs. Meanwhile, they are practical because
of the low machine cost. (2) Compared with C(H(�)) that involves human to impute the entire dataset � , the
human cost of G(�,⟲H) is much lower, as observed in Table 2, e.g., 37 vs. 3278 on the Nursery dataset. Thus,
we can choose G(�,⟲H) when we want to achieve high model accuracy and aford a certain human cost. (3)
If we neither care very much about the accuracy nor consider to incur human cost, the much more eicient
G(�,⟲A) is a good choice.

7.3 Evalution of GoodCore+

In this part, we evaluate the eicacy of GoodCore+.

7.3.1 Evaluation of model accuracy. The results are provided in Figure 10. We can found that the accuracy of
GoodCore+ and GoodCore are roughly the same on all datasets. For example, on dataset IMDB-Large, G+ (�,⟲H

)and G(�,⟲H) achieve accuracy of 74.7% and 74.9% and they difer from each other by 0.2%. This is because
both of them select a good coreset because of a bounded GA error. In addition, we can observe that G+ (�,⟲H)
performs better than G+ (�,⟲A) because human imputation is more accurate than automatic methods. For
example, on IMDB-Large, G+ (�,⟲H) has an accuracy of 74.7%, higher than that of G(�,⟲A).
7.3.2 Evaluation of the eficiency. We evaluate the eiciency of GoodCore+ and GoodCore, including the machine
cost and human cost.
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Fig. 11. Eficiency of � vs �+. Note that only machine cost (i.e., runtime of machine) is considered.

Machine cost. Machine cost is shown in Figure 11. GoodCore+ is more eicient than GoodCore. For example, on
IMDB-Large, G+ (�,⟲H) spends about 12min, which is 4.8× faster than G(�,⟲H). That is because G+ (�,⟲H)
have the lower time complexity than G(�,⟲H), which is discussed in Section 6.3.2.
Human cost. In terms of the human cost, as shown in Table 2, G+ (�,⟲H) and G(�,⟲H) are cost-efective
because humans just need to impute missing tuples in a much smaller coreset. For example, they only cost 520
and 511 tuples on dataset IMDB-Large respectively.
Summary. Based on the results, we have the following conclusions. (1) Although we group tuples over the entire
train set, our proposed methods G+ (�,⟲H) and G+ (�,⟲A) still achieve high accuracy because the gradient
approximation error can still be bounded. (2) The eiciency is much improved compared with GoodCore because
we just need to iterate these groups rather than the entire train set within the 3-loop coreset selection process. (3)
The human cost is competitive with G(�,⟲H) because the group-based solution has low impact on the number
of tuples to be imputed by humans.

7.4 Coreset Size Selection of GoodCore

Recap that GoodCore needs the user-speciied coreset size as input. Thus, we discuss how to select an appropriate
coreset size. We adopt a simple yet efective solution that starts from a coreset with a small size, train over it and
evaluate via a validation set, enlarge the coreset and iteratively train until the performance does not improve
much. To be speciic, initially, we begin with � = 10−4, and enlarge the coreset by 2 times iteratively. If the
performance on validation set varies no more than 0.5% within three successive iterations, we will stop. Figure 12
shows the performance on dataset HR , Adult and BikeShare when varying the coreset size. We can see that
the performance irst improves rapidly, then remains stable just after several iterations. For example, on dataset
Adult, when � = 5× 10−3, the accuracy has improved to 72.85% on the validation set. Empirically, an ideal coreset
size is between � = 10−3 to 10−2.
Summary. The results show that coreset size is not diicult to determine. If the user is willing to specify a coreset
size like in Section 7.2 based on the empirical inding, we can directly compute a coreset without training. If she
cannot, we can also get a good coreset with just several training iterations over small coresets, which is also
eicient.
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Compare with ActiveClean. Figure 12 also reports an interesting comparison with ActiveClean. Speciically,
in ActiveClean, we use the coreset size � as the budget, i.e., number of tuples to be imputed by human in each
active cleaning iteration. We can observe that at the beginning, when the coreset size is very small, ActiveClean
is better because it trains with the entire dataset including the imputed tuples, while we train the model using
only few tuples in the coreset. However, as with the increase of the coreset size, we can see that G(�,⟲H)
outperforms ActiveClean. This is because ActiveClean uses a heuristic method to estimate the impact of tuples
to the overall gradient, which is not theoretically bounded (e.g., with gradient bounds like Coreset) and thus not
accurate enough. For G(�,⟲H), it can achieve high accuracy with a proper coreset size, which is not large.

7.5 Batch Algorithm of GoodCore and GoodCore+

In Section 7.2 and Section 7.3, G(�,⟲H) and G+ (�,⟲H) outperform other baselines on accuracy, but require
many human iterations. In this part, we evaluate the batch algorithm of GoodCore and GoodCore+ by varying
the batch size �, � .� ., Algorithm 3 to reduce the number of iterations. Intuitively, the algorithm is G(�,⟲H)
when � = 1. Then we increase � until a single batch with a size � can contain all incomplete tuples in the coreset
with size � , which is in fact the algorithm H(G(�)). Due to the large number of possible worlds, we adopt the
heuristic method in Section 5.2 to set � = 3 when � > 1 for GoodCore and we set � = 3, �� = 3 for GoodCore +

according to Section 6.3.2.
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Table 3. The number of possible worlds on diferent datasets

Method Nursery HR Adult

H(G(�)) 10201 10201 10202

A(G(�)) 10201 10201 10202

G(�,⟲H) 103 103 104

G(�,⟲A) 103 103 104
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Fig. 18. Varying Hyperparameters in LSH anduantization-based Method.

In Figure 15, the �-axis denotes the batch size and the �-axis denotes the test performance on dataset Adult and
IMDB-Large. We can see that when � is small (� .� ., � ≤ 5), the performance does not signiicantly decrease (�.�.,
on IMDB-Large, the accuracy decreases from 71.5% to 70.9% with G(�,⟲H)). However, when � keeps increasing,
the performance slightly decreases. Thus, GoodCore and GoodCore + are not very sensitive to the batch size �
and we can reduce the number of human iterations without sacriicing much model performance.

In this part, we also vary the number of possible worlds by varying � , which is the number of possibles world
per tuple. The larger � , the larger number of possible worlds we have. The results are shown in Figures 16 and 17.
In terms of the accuracy, we can see that with � increasing (ixing � = 10), the accuracy increases irst and then
remains stable soon, but the time keeps increasing because more possible worlds indicate more computation.
Hence, we do not need a large � .

When it comes to the number of possible worlds, we would like to clarify that we do not compare withH(G(�))
and A(G(�)) because the number of possible worlds of � is very large, which is infeasible to compute. We show
the number in Table 3, where we also report the numbers of possible worlds of G(�,⟲H) and G(�,⟲A) in each
iteration, which are practical to compute.

7.6 Ablation Studies of GoodCore+

Hyperparamaters for grouping.

We use LSH to efectively group the entire dataset and test the impact of diferent numbers of hyperplanes,
which is an important parameter in LSH. As shown in Figure 18 (a), as the number increases, more groups are
generated and the tuples within each group become closer, resulting in an increase in initial accuracy. Afterwards,
the accuracy remains stable because the tuples in each cluster are similar enough to approximate the gradient.
Therefore, based on experience, using 64 hyperplanes is the most suitable, as more groups will reduce eiciency.
Hyperparamaters in quantization-based method. In Section 6.3.2, we use quantization-based method to
estimate the upper bound �̂ �� of � �� . Recap that GoodCore+ needs the user-speciied cluster centers size �, which
is important for computing the maximum feature distances. To choose a proper �, we adopt a simple yet efective
solution that selects diferent � and obtain diferent coresets. Then we train over these coresets and evaluate
via a validation set to get diferent results. Speciically, we select � from 32 to 512 for each dataset. Figure 18 (b)
shows the performance on dataset HR and IMDB-Large when varying the cluster centers size �. We can see that
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Fig. 22. Loss of GoodCore.

as � increases, the accuracy of the dataset also gradually increases, because when � increases, the upper bound
�̂ �� is closer to � �� , which can help us to select a good coreset.

We also tested the performance of diferent feature segmentation methods (corresponding to diferent �).
In Figure 18 (c)-(d), the initial � = 12 indicates that in each subspace, the length of all sub-vectors is 1. As �
decreases, the accuracy irst improves because each sub-vector becomes longer, containing more information
when adding these �̂��� , resulting in more accurate boundaries. But if each sub-vector is too long, which means that

each vector is quantized into a very short code, the accuracy will decrease because in this case, the quantization
based method does not have enough information to give accurate distance estimates. Based on experience, when
M is around 3, it is always a good choice.
Varying the entropy threshold. In this part, we start to use the entropy to further eliminate the number
of possible world by imputing the missing cells with low entropy in advance, as discussed in Section 6.3.1.
Speciically, we test the impact of diferent entropy thresholds. As shown in Figure 19 and Figure 20, when the
threshold is less than 20% (� .� ., we directly impute the cell if its corresponding entropy is no larger than 20%
log�� ), the accuracy almost remains unchanged, while the eiciency is improved by almost 30%. However, when
the threshold exceeds 20%, the accuracy begins to decrease because in this situation, directly imputing a value is
not accurate enough. In short, setting an appropriate threshold (�.�., 20%) is helpful to improve the eiciency
without sacriicing the accuracy.

7.7 Convergence Evaluation

In Section 5.3, we have shown the convergence rate of GoodCore theoretically. In this part, we test the convergence
of training over the coreset (G(�,⟲H)) and entire data (Complete) empirically. Figure 21 shows the test accuracy
of two methods with the number of training iterations increasing. We can observe that on both datasets, training
on the coreset converges much faster than training on the full data.
For example, on dataset Adult, it takes ∼40 iterations for GoodCore to converge, which is 180× faster than

Complete. This is because GoodCore has the same convergence rate with training over the entire dataset as
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Fig. 26. Varying downstream model.

discussed in the theoretical result of Section 5.3, but the entire dataset (�.�., Adult) is 200× (similar to 180×)
larger than the coreset (� = 0.005). That is, GoodCore converges with the same number of epochs as training
on the entire dataset. Since the size of coreset is much smaller, GoodCore is more eicient. Also, we can achieve
competitive accuracy as training on full data by approximating the full gradient with a theoretical bound.

Furthermore, we report the loss change to relect the relation between actual convergence rate and theoretical
results. In Figure 22, on dataset HR , the initial loss is 8.4. According to the theoretical convergence rate� ( 1√

�
) (this

� denotes the �-th epoch), the loss should decrease to around 3.8 at the end of 5-th epoch (≈ 3200-th iteration).
Actually, the actual loss decreases to 3.25 at that time, which is close to the theoretical value.

We also test the convergence of GoodCore+, as shown in Figure 23 and 24. The results validate that the
group-based method can also converge fast.

7.8 Sensitivity Analysis

Varying the sample size. In this part, we vary the sample size ℎ and evaluate the performance. The experimental
results are shown in Figure 25. We vary the sample size ℎ from 22 to 210. We can see that when ℎ is too small, the
performance is low. The reason is that GoodCore cannot precisely estimate the utilities of tuples when ℎ is small.
When the sample size increases, we can see that the performance improves rapidly and inally becomes stable,
which indicates that GoodCore is not much sensitive to the sample size when ℎ is not too small.
Varying the downstream models. Recap that GoodCore can be used on diferent convex models. Thus, in
this part, we apply GoodCore on diferent convex models and evaluate the performance. We evaluate logistic
regression and SVM for classiication tasks. For regression tasks, we evaluate linear regression, ridge regression
and SVM regression. We can see that in Figure 26 (a) and (b), on dataset Adult,G(�,⟲H) achieved 71.7% accuracy
for SVM, better than on logistic regression (69.4%). Although diferent downstream models may have diferent
performance, GoodCore can improve the model performance for the speciic downstream model. In order to
show that GoodCore can be used for other types of models like neural networks, we compare with Multilayer
Perceptron (MLP, fully connected networks of 2 hidden layers with 256 nodes for each layer), although GoodCore

does not hold theoretical guarantee for this non-convex model. As shown in Figure 26, we can see that MLP
achieves almost the same performance as the ground truth. This is because the coreset selected by GoodCore can
also represent the full dataset. However, in Figure 26(c), on a large dataset Air (with metric MSE, the lower the
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better), neural network based methods (we also implement RNN, 2 hidden layers with 128 nodes for each layer)
can have a better accuracy but the coreset cannot perfectly achieve the same performance. This may because this
large dataset has more informative things to learn, and it is hard for the coreset-based solution to well represent
the dataset without the theoretical guarantee.
Varying the percentage of incomplete tuples. In this part, we vary the rate of missing tuples and evaluate the
performance, as shown in Figure 13. Note that the rate denotes the percentage of incomplete tuples rather than
the cell values. Even if a tuple just has one missing attribute, it is regarded as incomplete. We vary the percentage
from 20% to 100%. We can observe that the performance does not decrease much with the percentage increasing
from 20% to 50%, which indicates that GoodCore is not very sensitive to the percentage of incomplete tuples in
this range. After that, the accuracy decreases because there are more missing tuples.
Besides, we also vary the rate of missing cell values in Figure 14. In this scenario, for example, 50% missing

values of a dataset indicates more number of missing cell values than the scenario of 50% missing tuples. Hence,
we can see that the accuracy decreases more quickly than Figure 13.

8 Related Work

Task-agnostic incomplete data imputation. Data imputation has been widely studied for years. Existing
methods can be divided into two categories: statistic-based methods and learning-based methods. The former one
always uses the statistic information [33, 55] (like mean, median or mode) to impute the missing values. Also,
some methods compute the similarity of the incomplete tuples to the complete tuples and use the most similar
one to impute the missing values [9, 39, 75]. Recently, to improve the imputation accuracy, many learning-based
methods focus on how to use ML to learn the data distribution (�.�., MissForest imputation [73], MICE [68],
IIM [79]), and then use the trained model to predict the missing values. Besides traditional ML models, some
deep learning models are also used for data imputation (�.�., autoencoder [35, 56, 63], GANs [72, 78]).
Coreset selection. A previous work [21] has studied how to select a well-performed coreset over incomplete
tuples. Another work [23] studies to use group-based method to accelerate the coreset selection process without
incomplete data. The extension to the previous studies in this work is ive-fold. First, we propose a new framework
that incorporates the group-based strategy into the coreset selection process with incomplete data. Second, we
theoretically analyze that incorporating the group-based strategy still leads to a bounded GA error, considering
the possible worlds produced by the incomplete data. Third, given these groups, the number of possible worlds
further increases, more strategies are proposed to reduce the number of possible worlds to improve the eiciency.
Fourth, we theoretically and empirically prove that incorporating the group-based method still guarantees
the convergence. Fifth, two large datasets and ten new experiments are added to demonstrate the eicacy of
our proposed methods. In addition, Huang et al. [38] studied how to compute and continuously update the
coreset while training, but it is rather time-consuming because of the training process. To solve this problem,
works [17, 18] selected the coreset without training in advance, but they can only be customized to particular
model types respectively. Some works [7, 24, 69, 71] study how to select a subset of data only considering the data
distribution rather than the model performance. Gradient-based methods [46, 58, 60, 76] focused on selecting the
coreset to approximate the full gradient without training in advance for multiple model types, which is regarded
as an optimization problem as discussed in Section 2.2. Moreover, Deng et al. [29] choose an optimal coreset
under label uncertainty, particularly when encountering a deep learning training set that contains mislabeled
data. Coreset selection can also be formulated as a bilevel optimization problem [15, 43, 45], where the outer
objective involves choosing a subset and the inner objective entails optimizing model parameters on the subset,
the ultimate goal is to select a subset such that the model empirical risk on this subset approximates that of the
model trained on the complete dataset. However it is rather time-consuming because it requires solving an inner
optimization problem during each outer iteration.
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In short, none of the above methods except [21] consider coreset selection over incomplete data.
Data cleaning for ML. Recently, there have been several works that clean the data to optimize the ML model.
In contrast to the above discussion about task-agnostic incomplete data imputation, data cleaning for ML is
task-aware, which triggers new technical challenges. SampleClean [47] focuses on cleaning selected samples,
so as to answer SQL aggregate queries more eiciently, but it is not for any model. CPClean [40] proposes
certain prediction to impute missing data for optimizing ML models. Diferent from us, it is customized to nearest
neighbor classiiers rather than convex models solved by the gradient descent algorithm. BoostClean [49] regards
data cleaning as a boosting problem that iteratively selects from a predeined set of cleaning algorithms, so as to
continuously maximize the accuracy of a validation set with training iteratively. MisDetect [27] and IDE [30]
focus on detecting mislabeled data instances using early loss signals and inluence functions. Closer to our work is
ActiveClean [48], which progressively cleans the data tuples that are likely to much inluence the model measured
by the gradients. Diferent from us, given a budget � , we can select the coreset without training, but ActiveClean
needs to train iteratively and label a set of validation dataset. We empirically show that our method outperforms
ActiveClean on model accuracy and eiciency in Section 7.
Data preparation for ML. Recent studies have concentrated on enhancing data preparation within the machine
learning ield. LakeBench [28] provides a benchmark for discovering joinable and unionable tables, while Lake-
Compass [19] ofers a comprehensive system for data search and improves ML model performance. Conversely,
STAIR [31] presents a technique for summarizing outliers through interpretable rules, which improves the
management of dataset anomalies. Together, these works advance the efectiveness and clarity of data preparation
for machine learning.

9 Conclusion

In this paper, we propose the GoodCore framework to select a good coreset over the incomplete data, which
achieves data-efective and data-eicient ML. We formulate it as an expected optimal coreset selection problem,
which is NP-hard. Then we propose a greedy algorithm with an approximation ratio. We also propose to
involve imputation-in-the-loop strategies into GoodCore to improve the eiciency. Furthermore, a group-based
acceleration method is incorporated to further accelerate the coreset selection process. We conduct experiments
on real-world datasets to verify the efectiveness and eiciency of GoodCore and GoodCore+.
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